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Problem statement. The important components of management strategy 

development for freight customs complexes in different regions of Ukraine are 
the development of their foreign economic potential assessment system, forecast-
ing the volume of export and import freight flows as well as the infrastructure and 
production capacity level [1, 2]. 

The rationale for the construction of new freight customs complexes and the 
improvement of technical, technological, and organizational support in a particu-
lar region depend on the demand for their services and prospects for further pro-
duction and economic development. This determines the relevance of a compre-
hensive assessment of Ukraine`s foreign economic potential.  

Analysis of recent research and publications. At present, there is no clear 
mechanism for the foreign economic sector comprehensive assessment. However, 
attempts have been made to develop a methodology for assessing regional foreign 
economic potential. Such authors as N. E. Kudratov, N.I., Askarov, and 
B.A. Isakhov [3] proposed a system of indicators for a comparative evaluation of 
the foreign economic situation in regions. 

The theory of cluster economic management is becoming highly relevant. 
The concept of the cluster is a promising tool for analyzing and assessing the re-
gional economic potential. In the clustering method, regional foreign economic 
complex management concentrates on the general regulation of economic pro-
cesses taking place in the region [1].  

B.N. Zhyhzhytova [4] has developed methodological approaches to manag-
ing regional economy innovative development based on the cluster approach. 
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The cluster approach and classification methods are also used in the various 
fields of economy, management, and engineering [5 – 7].

In the paper [5] by applying the Fuzzy-ANP-Weighted-Distance-QC 
(FAWQC) method to weighted random data, the effectiveness of the method is 
verified. The method is applied to the 2015 Economics-Energy-Environment (3E) 
data for 19 provinces in China for a comparative study of the classification of the 
system structure and evaluation of the low-carbon economy development level. 

The paper [6] highlights the relevance of both quantitative and qualitative 
features of applicants and proposes a new methodology based on mixed data clus-
tering techniques. The cluster analysis may prove particularly useful in the esti-
mation of credit risk. Credit applicants are characterized by mixed personal fea-
tures, a cluster analysis specific for mixed data can lead to discovering particular-
ly informative patterns, estimating the risk associated with credit granting. 

Considering relations among dimensionality reduction, noise trading, and 
market situations, the paper [7] empirically investigates the effect of dimensional-
ity-reduction methods – principal component analysis, stacked autoencoder, and 
stacked restricted Boltzmann machine – on stock selection with cluster analysis in 
different market situations. 

Thus, due to the diversity and widespread use of classification methods, it is 
reasonable to apply the cluster analysis in the evaluation of the foreign economic 
potential of Ukraine`s regions when assessing the demand for services provided 
by freight customs complexes.  

Aim. The article aims to comprehensively assess the foreign economic po-
tential of Ukraine`s regions as well as to determine the optimal set of statistical 
methods and the sequence of their application to the initial data, which would 
give the best result in terms of their subsequent substantial interpretation.

Statement of basic materials. Preparation of initial data. For the compara-
tive assessment of the foreign economic situation in the regions, fifteen factors 
are singled out, reflecting their development level (Table 1) [1]. 

The observation objects are twenty-four regions of Ukraine and the city of 
 

The analyzed data is obtained based on a harmonized system of statistical 

cannot be used without prior preparation. The main problem with the use of the 
factors is their presentation in different units of measurement, which may not 
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match. For example, data can be presented in units or thousands of units, in US 
dollars or the national currency, etc. 

Table 1.  
Factors reflecting regional economic development

Factor 
identifier 

 
Factors 

Units of measure-
ment 

F1 Regional volumes of foreign goods trade, exports   thousand dollars. 
F2 Regional volumes of foreign goods trade, imports  thousand dollars

F3
Export of goods according to the number of employees broken 
down by regions  

the number of for-
eign economic ac-
tivity participants

F4 
Import of goods by economic entities according to the number 
of employees broken down by regions  

the number of for-
eign economic ac-
tivity participants

F5 
Export of goods according to the number of employees broken 
down by regions 

million US dollars 

F6 
Import of goods by economic entities according to the number 
of employees broken down by regions 

million US dollars 

F7 
The number of operational enterprises in the regions of Ukraine 
and economic activity types, transport, warehousing, postal and 
courier activities 

total units  

F  Gross regional product 
million 

UA hryvnias
F9 The number of economic entities by regions total units

F10 
The number of employees working for economic entities by 
regions 

thousand people 

F11 Regional retail turnover structure 
million 

UA hryvnias

F12 Capital investment by regions 
million 

UA hryvnias

F13 Retail trade enterprises` regional retail turnover structure 
million 

 UA hryvnias

F14 Sold production of industry by regions 
million 

UA hryvnias

F15 Volume of products sold (work and services) by regions 
million 

UA hryvnias

Therefore, it is necessary to bring them to a uniform format. 
Thus, the normalization (or standardization) of the initial data is done by the 

subtraction of the mean deviation and the division by the standard one. The indi-
cators obtained as a result of standardization have zero mean and unit variance. 
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Along with the standardization, each factor is assigned a certain importance 
or weight coefficient indicating the significance of a corresponding indicator.  

 
The product of normalized indices by the corresponding weights allowed 

identifying the distances between the points in multidimensional space, taking 
into account the different weights of the factors (Figure 1). 

 
Fig. 1. Initial data after standardization and the weighting of factors 

 
Cluster data analysis. There is a wide variety of methods for classifying 

objects. Hierarchical methods and the k-means method are the most common and 
widespread in statistical data processing packages characterized by relative sim-
plicity, the high quality of obtained results, their interpretability, and wide possi-
bilities for setting partitioning rules [9, 10].

The advantages of hierarchical cluster analysis methods include the possi-
bility of constructing dendrograms, i.e. treeclustering, in which classification 
stages and the distance between classes are clear. The basis of the algorithm is a 
distance matrix, which is formed based on consolidation rules and distance calcu-
lations. 

One of the common hierarchical classification methods is Ward`s method, 
the algorithm of which consists in determining the distances between groups us-
ing variance analysis methods [9, 10]. 
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In k-means clustering, the number of clusters that should be produced is re-
quired as input, and the algorithm operates by iteratively assigning points to clus-
ters represented by cluster centroids, which are updated in each iteration. A clus-
ter centroid is calculated by taking the average in each dimension of all data 
points included in the cluster. The algorithm is initiated by assigning k randomly 
chosen points in the data set as centroids, and it iterates between two steps until 
the clusters have stabilized.

The k-means method is considered to be more optimal in comparison with 

addition, the result of partitioning with respect to the number of clusters in this 
method is strictly determined, which is, on the one hand, a positive point because 
it makes it possible to analyze stable and relatively homogeneous groups over 
time, and, on the other hand, it presents a problem because this quantity has to be 
previously determined. 

Thus, in the first stage, using Statistica, the suite of analytics software prod-
ucts, a hierarchical classification was applied. Ward`s method was used as a rule 
for the consolidation of observations into clusters, and the Euclidean distance was 
applied as the distance between observations. A graphical representation of the 
hierarchical classification results in the form of a dendrogram is shown in Figure 
2.  

The dendrogram shows the presence of several groups of neighboring ob-
servations, which are grouped into clusters at a short distance of about 1–10 units 
of the normalized scale. At the same time, there is also a single observation (the 

units and the values of which dramatically differ from the given consolidation. At 
the same time, the inclusion of the given observation in any cluster will seriously 
shift its center, leading to the classification distortion.  

To determine the optimal number of clusters that the regions should be di-
vided into, a horizo
scale. Based on the classification results, five clusters are singled out. 

Based on the fact that the sample consists of five clusters, the classification 
of observation by the k-means method was performed. Observations that maxim-
ize the initial distances between clusters were chosen as the cluster centroids. 
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Fig. 2. Graphical representation of the hierarchical classification

As a result of classification by the k-medium method, Ukraine`s regions are 
 

 
Table 2. 

Cluster distribution 
 

Cluster 
Number of 

observations 
Regions 

Cluster 1 6 
Kyiv region, Lviv region, Odesa region, Kharkiv region, 
Zaporizhia region, Donetsk region

Cluster 2 1 Kyiv city

Cluster 3 7 
Vinnytsia region, Volyn region, Zhytomyr region, 
Transcarpathian region, Ivano-Frankivsk region, Myko-
laiv region, Poltava region

Cluster 4 10 

Kirovohrad region, Rivne region, Sumy region, Ter-
nopil region, Kherson region, Khmelnytskyi region, 
Cherkasy region, Chernivtsi region, Chernihiv region, 
Luhansk region 

Cluster 5 1 Dnipropetrovsk region
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Figure 3 presents Euclidean distances and squared Euclidean distances be-
tween clusters.

 
Fig. 3. Euclidean distances and squared Euclidean distances

The Euclidean distance (values below the diagonal) is the distance between 
the sets of variables (F1 – F15) for each cluster of regions and it is equivalent to 
the distance between the clusters according to the selected indicators. The smaller 
the distance between objects, the more similar they are. Clusters are at greater 
distances from each other when Euclidean distances are greater than unity. The 
squared Euclidean distance (values above the diagonal) is used to give more 
weight to more distant objects. 

The greatest distance is between clusters four and two, three and two, that 
is, they are the least similar. Clusters four and three ,three and one are almost 
equidistant from each other since Euclidean distances are less than unity. 

The average values for each cluster are presented in a linear graph (Fig. 4).

Fig. 4. Linear graph of clusters 
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The linear graph clearly shows 5 clusters. The average values differ from 
each other. This indicates a qualitative clustering. As the graph shows, the dis-
tance between the average characteristics of the clusters is large, and the total dis-
tance between the cluster centroids is significant, which indicates successful clus-
tering. 

Figure 5 shows the results of the variance analysis of factors by clusters. 

Fig. 5. Variance analysis of factors by clusters 

The table shows the values of the between-group (Between SS) and within-
group (WithinSS) variances of indicators. The smaller the value of the within-
group variance and the greater the value of the between-group variance, the better 
the factor characterizes the cluster membership of objects and the "better" 
clustering is. For all parameters, the between-group variance is greater than 21, 
and the within-

The cluster membership of objects is best characterized by the following 
– – import of 

goods by economic entities according to the number of employees broken down 
by regions, F10 – the number of employees working for economic entities by 
regions, and F12- capital investment by regions since they correspond to the larg-
est difference between intergroup and intragroup variances. Indicator F14 – sold 
production of industry by regions characterizes the cluster membership to the 
least extent (it corresponds to the smallest difference of variances). 

Factors with the values of p> 0.05 can be excluded from the clustering 
procedure, since for these indicators there is no significant difference in the 
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average values of clusters, that is, the factor is not informative when conducting 
the cluster analysis. In our case, for any indicator <0.05, which means that we 
will not exclude any of the factors under consideration. Parameters F and  also 
characterize the influence of the factor on the division of objects into groups. 

Better clustering is achieved with the higher values of the first parameter 
and lower values of the second one. The table shows that the best indicators 
specified above correspond to the maximum difference between F and  for 
factors F15, F2, F6, which significantly affect the classification of regions into 
groups, and the factor with minor influence on the clustering process is F14. 

Conclusions. As a result of the analysis of the factors underlying the divi-
sion of data into clusters based on the k-means method and the hierarchical meth-
od, it was determined that the best result is achieved by a combination of these 
methods, when at the first stage, the number of clusters is determined with the 
help of the analysis of hierarchical algorithm visualization (building dendro-
grams), based on which k-means partitioning is performed.

The cluster analysis results made it possible to single out five clusters and 
classify observations according to these clusters. The obtained clusters are homo-

the city of Kyiv, and the fifth cluster corresponding to the Dnipropetrovsk region, 
can be described as clusters with a high level of foreign economic activity devel-
opment. The first cluster, consisting of 6 observations, includes the following re-

gion, Lviv region, Odesa region, Kharkiv region, Zaporizhia region, and Donetsk 
region. The remaining regions belong to clusters 3 and 4 and are characterized by 
low foreign economic activity development levels. 

The clustering of regions will help to systematize them according to the 
main problems associated with the development of foreign economic relations, 
and on this basis to develop a system of differentiated measures for each cluster 
of regions – with high, average, and low levels of foreign economic activity de-
velopment. 
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