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XMAPHI CEPBICHU B IHOPACTPYKTYPI PO3IIOAIVIEHUX MEPEX

B pobomi posensanymo nioxoou 00 6nposaolceHHs XMAPHUX cepeicig y inghpacmpykmypy posnodinenux mepedxc. Haoano
0ena0 cyyacuux niamgopm (AWS, Microsoft Azure, Google Cloud Platform) ma cucmem monimopuney (Prometheus, Grafana),
ORUCAHO MEMOOU ABMOMAMU3AYIT Ma aneopumMy Macumabyeanns pecypcis, axki 6azyiomscs Ha nodiax i mempuxax. Ocnosna
yeaza npudinena peanizayii ma eepuixayii mooeneil, ki 3a06e3neuyioms OUHAMIYHE MACUWMAOYBAHHS, BIOMOBOCMIIKICIb MA
onmumizayiio eumpam. Memoio pobomu € ananiz NPOGIOHUX XMAPHUX NIAMPOPM, Pedanizayis ma eepuixayis mooeni ynpag-
JUHHSL THOPACIMPYKIMYPOIO PO3NOOLIEHUX MEPENC I3 BUKOPUCTMAHHAM XMAPHUX CePeICi8, KA 3a0e3neyye: YeHmpaniz08aHull MOHI-
mopune 3 suxopucmanuam Prometheus ma Grafana; adanmusne macumabyeanns pecypcie Ha 0CHOB Mempux ma be3nexy
nepeoai OaHUX Midc TOKATbHUMU 8Y31AMU | XMapHumu cepgicamu. 06 eKmom 00CTIOHCeHHA € NpoYec iHme2payii XMapHux mex-
HONO2I 8 iHppacmpykmypy po3nodinenux mepedxc. Iipedmemom € npocpami, ILCMpPYMeHmAaibHi 3acoou, Memoou, MoOeli MOHI-
MopuKey ma KepyeanHs po3nooiienumu mepedxcamu. Aemopamu po3pobiena mMooenb YnpagiinKa iHGpacmpykmypoio 3 euKo-
pucmanHsm inmezpayii 3 nyoniynolo xmaporo. Ilposedeno mooenosants 0exinbkox CyeHapiig HABAHMANCEHHS MA BUKOHAHO
NOPIGHAHHS NPUBAMHOI, nyOniuHoi ma 2ibpuoHoi mooenell inmezpayii 3a NOKAZHUKAMU NPOOYKMUBHOCTE, 8I0MOBOCHIUKOCTI
ma sumpam. Hasedeno ancopummu agmomamuyno2o macuimadysanns Ha ocHosi Prometheus Alertmanager ma AWS Auto
Scaling, a maxodic 3anpononosano HadIp NPAKMULHUX PeKOMeHOayill w000 be3neurol inmespayii XMapHux cepsicie y po3nooi-
JleHi mepedici. Bukonano mooentosanis cucmemu YRpaguinus 3 inmeepayicio incmpymenmie Prometheus ma Grafana. Pe3yno-
mamu niOmeepodICyIomb, Wo iHme2payis XMAPHUX pitieHb i Memooig NPOPAMHO-BUZHAUEHUX MeEPelCc D0360I5€ OOCAMU 3HAY-
HO20 NIOBUIEHHS NPOOYKIMUBHOCHE MA CMIIKOCIMI Mepedice8ol iHpacmpykmypu, wo € KpUmuuHo 8axiCIuguM Onsl Cy4acHUX
Macwmabdosanux piwierb. Ompumani pe3yrbmamu MOJCHA 8UKOPUCIMOBY8AMY NP MOOepHi3ayii KopnopamugHoi mepedxrcesoi
iHhpacmpykmypu 3 Memoro nioguwyeHHs ii HaditiHOCMi Ma egheKMUHOCHI.

KutrouoBi cioBa: xmapri cepsicu, posnodineri mepedci, agmomamusayis, maciumadysanus, Prometheus, Grafana, AWS
Auto Scaling.

Kyrychek H. H., Tseluiko R. O., Tiahunova M. Yu., Zhyvohliad V. A. Cloud services in distributed network infrastructure

The article considers approaches to implementing cloud services into distributed network infrastructure. An overview of
modern platforms (AWS, Microsoft Azure, Google Cloud Platform) and monitoring systems (Prometheus, Grafana) is provided,
automation methods and resource scaling algorithms based on events and metrics are described. The main focus is on the
implementation and verification of models that ensure dynamic scaling, fault tolerance, and cost optimization. The purpose of
the work is to analyze leading cloud platforms, implement and verify a model for managing distributed network infrastructure
using cloud services, which provides: centralized monitoring using Prometheus and Grafana; adaptive scaling of resources based
on metrics and security of data transmission between local nodes and cloud services. The object of research is the process of
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integrating cloud technologies into the infrastructure of distributed networks. The subject is software, tools, methods, models for
monitoring and managing distributed networks. The authors developed an infrastructure management model using integration
with a public cloud. Several load scenarios were simulated and private, public, and hybrid integration models were compared in
terms of performance, fault tolerance, and costs. Algorithms for automatic scaling based on Prometheus Alertmanager and AWS
Auto Scaling are presented, and a set of practical recommendations for the secure integration of cloud services into distributed
networks is proposed. The management system was modeled with the integration of Prometheus and Grafana tools. The results
confirm that the integration of cloud solutions and Software-Defined Networking (SDN) methods allows for a significant increase in
the performance and resilience of the network infrastructure, which is critical for modern scalable solutions. The results obtained
can be used when modernizing corporate network infrastructure to increase its reliability and efficiency. The results showed that
as the number of users increases, latency increases, but the system maintains functionality even under peak conditions.
Key words: cloud services, distributed networks, automation, scaling, Prometheus, Grafana, AWS Auto Scaling.

IMocTanoBka mpo6aemu. Eromronis xoprnopatuBaux [T-iHPpacTpyKTyp CyNMpOBOIKYETHCS TIEPEXOJOM Bij
MOHOJITHHUX JI0 TeorpaditHO pO3NOAIICHUX MEPEX Ta MiKpocepBicHOI apXiTekTypH [1]. Lle cTBOproe HU3KY BUKIIH-
KiB, TaKUX SIK: HEOOXiHICTh IIEHTPANi30BAHOTO YIIPABIiHHS; 3a0€3MEUeHHSI BUCOKOI TOCTYNHOCTI Ta e(heKTHBHE
BUKOPUCTAHHS pecypciB [2]. TpaguuiiiHi METoau MEpEKEeBOTO aIMiHICTPYBAHHS HE CHPABIISIOTHCS 13 BEIMKUMH, 32
00CsiTOM, HaBaHTXKEHHSIMH, TOMY MOTPeOYIOTh BIPOBAPKEHHSI METO/IB, SIKi CIUPAIOTHCS HA 3aCTOCYBaHHSA XMap-
HUX CEepBiCIB Ta mporpaMHoi apromaru3zauii [3]. XMapHi TEXHOJIOTIi IPOMOHYIOTh e(pEeKTHUBHI pillIeHHs, AKi 3a0e311e-
9yIOTh MacIITa0OBaHICTh, THYUYKICTh Ta 3HI)KCHHS BUTPAT Ha MATPUMKY (Pi3muHOT iHOPACTPYKTYpH pOSHOI[iJ'IeHI/IX
MEpEXK, SIKi CTaIOTh HEBiJ'€MHOIO YaCTHHOIO CYyJacHOT KOPIOPaTHBHOI iHppacTpykrypH [4]. Kiro4oBHM apXiTeKTyp-
HUM HiIX0I0M, SIKHI TO3BOJISIE I_IeHTpaJ'I13YBaTI/I YIIpaBIIiHHS pOSHO,E[lJ'IEHO}O MEPEXKEIO € IPOrPaMHO- -KoH(irypoBaHi
Mepexi (SDN). Bonu nepeadauaroTsh BigokpeMiieHHs TuiomuHu yrnpasiinas (Control Plane) Bia rutomuHu gaHux
(Data Plane). Takuii eHTpaTi3oBaHUH MiJXiJ] JO3BOJISE peali3yBaTy THYUKI ITOJITHKH Ta aBTOMATH3yBaTH KOHDIry-
pario, 0 € HEMOXKJIMBUM Y TPaIUIiHHIX Mepexax rnepeaadi f1aHux [5].

AHaJi3 ocTaHHIX JociaigxkeHb Ta myodikanii. [Iporpamuo-pu3HaveHi mepexi (SDN), inTerparttis Ta 6e3-
IeKa XMapHUX OOYMCIIEHb Ta IHCTPyMEHTH MOHITOpUHTY Prometheus i Grafana, ocoGnuBo koMOiHAIISI IUX TPHOX
HanpsMKIiB € KPUTUYHO BAXKIMBOIO ISl BUPILICHHA MPOOJIeM MPOMYyKTHBHOCTI Ta HaliHHOCTI CydacHHX Treorpa-
¢iuHO posnonineHux Mepex. OAHIE0 3 TOMIOBHUX € KOHUEMIisl IporpaMHo-Bu3HadeHuX Mepex (SDN), sika € Bia-
MOBIAI0 HA XKOPCTKICTh 1 CKJIAJHICTh TPAIULIHHUX MEPEXKEBUX apXiTEKTyp, [€ IUIOIIMHA YIPABIiHHS 1 MJIOUIMHA
JaHUX TICHO iHTETpOBaHi. ABTOpH poOiT [6] Ta [7] miaTBepmKyIOTh, 10 SDN € iIHHOBaLiTHOIO apXiTEKTypOIO, KA,
BiJJOKPEMJIIOIOYH YIIPABIiHHS Bil Iepenadi JaHuX, 3HaYHO CIIPOINY€e KePyBaHH:, IPOTPAaMOBaHICTh Ta adaNTaliio
MEpEeXi JI0 BUMOT, 1[0 TOCTIHHO 3MIHIOIOThCS. BOHM Takok aHai3yrOTh 3pOCTaHHS KibepaTak Ta Bpa3jHBOCTEH,
MOB'SI3aHUX 13 TUHAMIYHUM 1 MacmTabOBaHUM XapakTepoM XMapHHX cepBiciB. LlenTpanizoBanuit kouTponep SDN
JIO3BOJISIE aIMIHICTpaTOpaM JTIMHAMIYHO 3aCTOCOBYBATH IOJIITUKH, 10 € KPUTUYHUM JUISI aBTOMATH30BaHOTO cepe-
JIOBHIIIA XMapHUX o0uncieHs [8]. Lle 6e3nocepenabo BunpaBnoBye BUKOpucTaHHs SDN-ITiX0/miB, OCKUTBKHA BOHH
€ HEeoOXiTHOK YMOBOIO JUIS peai3aiii aJropuTMiB aBTOMAaTHYHOTO MaciitaOyBaHHA. BomHowac, aHami3 poOit
MpOBiAHUX (axiBIiB, BKa3ye Ha CYTT€BI BUKIUKH. 30KkpeMa, [9] Harosollye Ha mpobiemMax Oe3leKu Ta BiIMOBO-
crifikocti SDN. B ymoBax noriunoi nentpainizanii, koHTposiep SDN cTae €MHOIO TOYKOIO BiIMOBH 1 Iie BUMArae
BIIPOBAJKEHHS HAZIMHUX MEXaHi3MiB, 110 MOBHICTIO Y3TOKYETHCS 13 MOCTABICHUMH 3aBIAaHHIMH 3a0€3MeUeHHS
B1IMOBOCTIHKOCTI cucTeMu ympaBiiHHA. OKpiM TOro, akTyalbHICTh AOCTIIXKEHHS 3HAYHOIO MipOIO CIUPAETHCA Ha
MaCOBHH ITepexiJ] OpraHi3aliil Ta MiIIpUEMCTB IO 3acTocyBaHHs xMapHHX Iardpopm (AWS, Azure, GCP). Ha
pPHUCYHKY 1 HaBeeHa apXiTeKTypa XMapHOi iHPPACTPYKTYpU PO3MOIUICHIX MEPEK, SIKa BKITIOYAE: JTOKAIbHI BY3JIH;
cepBepH MOHITOpUHTY; VPN-3’€1HaHHS Ta XMapHi cepBicd. ABTOpH pooiT [2] Ta [10] HaBOASITH KIFOUOB1 3aBJaHHS,
OB’ sSI3aH1 3 ITUM TIEPEX0JIOM: MacIITa00BaHICTh, THYYKICTb, IIIBUJKE PO3TOPTAHHS Ta 3HAUHE 3HIKCHHS EKCILTyaTa-
MiHHUX BUTpar. Xo4a THYYKICTh 1 € OCHOBOIO JIJIsl pealtizailii airOpUTMIB aBTOMaTUYHOTO MaciTabyBaHHs, IPOTE
aBTOPH BUAUISIIOTH O€3IEKyY SIK TONOBHY MEPEIIKOAY Ha IUIAXY IIMPOKOTO BIPOBApKEHHS XMap [11, 12].

Cepsep VPN
MOHITOPUMIY
|

Google Cloud
Platform

Noxanbxi By3Mm

Puc. 1. ApxiTexrypa xMapHOi iHPACTPYKTypH PO3INOAUICHUX MEPEK
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OCHOBHI 3arp0o31 BUHUKAIOTh Yepe3: CIiIbHE BUKOPUCTAHHS (DI3NYHUX PECypCiB pi3HUMHU KJII€HTaMH; PO3IO-
JineHoro 30epiraHHs JaHUX Ha Pi3HUX reorpaivHuX JOKalisx, 0 YCKIaJHIOE€ KOHTPOJIb [ 13] Ta MIBUAKOTO po3rop-
TaHHS HOBUX MiJKIIOYEHb, IKI MOXKYTh CTBOPIOBAaTH HOB1 Bpa3inuBocTi [14]. Anamni3 mkepen [12, 15] cBiguuTh npo
HEOOX1IHICTh BIIPOBA/KEHHS KOMIUIEKCHHX 3aXO0J1iB, SIK1 OXOILTIOIOTH KOH(I1ACHIIHHICTD, MITICHICTH 1 IOCTYITHICTS,
TOMY MOTPiOHO 30CEPEIUTUCH HA MOPIBHAHHI IPUBATHOI, MyONIivHOl Ta TiOpHAHOI XMapHHUX MOJIENEH, OCKIIBKA
riOpuIHa MOJICNTh BU3HAETHCS ONTUMAIBEHAM KOMIIPOMICOM MK MaclITabOBaHICTIO MyOJIIYHOT XMapH Ta BUCOKHM
piBHEM KOHTPOIIO (0e3MeKH) MPUBATHOI.

Jis epeKTHBHOTO YIPaBIiHHS AMHAMIYHUMH PO3IMOMIJICHIMH MEpeXaMH, sIKi MOCTIHHO MacmTaOyroThC,
KPUTUYHO HEOOXiJHUM € BUKOPHUCTAHHS CHUCTEM MHITOPiHTY. HayKoBi JOCHIKeHHS, MPUCBSIYEHI MOHITOPHHTY
Cy4acHHX iH(PacTPyKTyp, OMHOCTAHHO MiATBEPIKYIOTh IOUIIBHICTh BUKOPHCTaHHS ciucteM Prometheus Ta Grafana
[16, 17]. IIpu upomy Prometheus BukopucroByeTscs sik 60a3a manux (Time-Series Database) 3 yHikanpHOIO Oara-
TOBHMIPHOIO MOJIEIUTIO JAaHKX, IO J03BOJIAE TOYHO iMeHTU(IKYBaTU: METPHKY, By30J, cepic abo perioH [ 18], mo
€ HeoOX1HOI0 YMOBOIO JJIsl poOOTH alropuTMy MaciitaOyBaHHS Ha OCHOBI MeTpuk. Grafana [19, 20] 3abe3neuye
Bi3yasli3alilo MX JAaHUX Ta ii 3MaTHICTh 1HTErpyBaTH AaHi 3 pisHUX mxepen (Prometheus, Zabbix, ELK) poburs ii
171eanbHO0 MIaT(OopMOI0 AJIsl €IMHOI TOYKM CIIOCTEPEXKEHHs 3a riOpuaHoto mepexero [21]. Llel anani3 10BOAUTS,
mo Bubip Prometheus ta Grafana He € BUmagkoBuM, a BiAMOBiJa€ Cy4aCHUM TaTy3eBUM CTaHAAPTaM MOHITOPHHTY
IHppaCTPYKTYD, A€ KIIOYOBI MeTpHKH (3aBaHTakeHHS CPU, MepekeBa 3aTpUMKa) BUKOPHUCTOBYIOTHCS SIK TPUTEPU
IUTSL aBTOMATH30BaHUX CUCTEM YIIPABIiHHS.

AHaJi3 HayKOBUX JDKEPEI MiATBEPIXKYE, 10 YIPABIIHHS iHPPACTPYKTYPOIO PO3MOIIJICHUX MEPEX € OHIEI0
3 HAWOULIBII aKTyaJIbHUX 1 JIOCTaTHRO CKIIAJHHUX MPoOIeM y CydacHUX iHQOpMaIifHuX TexHomorisx. O0paHa KoM-
6inaris: SDN-IpUHIMIIB Ta MiIXO0AIB; THYYKOCTI XMapHUX IIaT(opM Ta iHCTpYMEHTIB MOHITOpiHTY (Prometheus/
Grafana) € HaykOBO OOTPYHTOBaHOIO 1 Bi/ITIOBi/Ia€ 3aBAaHHIO CTBOPEHHS MacIITA0OBaHUX, BI/IMOBOCTIHKHX Ta €KO-
HOMIYHO e(heKkTUBHUX pimieHb. e 3a0e3neuye HapiiHy TeopeTruuHy 0a3y /s Bepudikamii po3pobneHoi Mmoneni Ta
OTPUMAHHS MPAKTUYHO 3HAYYIIMX PE3YJBTATIB.

Mera crarTti. MeToI0 € IpoBeIeHHs aHallizy MPOBIIHUX XMapHUX IIaTdopM, peanidalis Ta Bepudikaris
MOJIETI YIPaBIiHHS iHQPACTPYKTYPOIO PO3MOIIICHHX MEPEK 13 BUKOPUCTAHHIM XMapHHUX CEpBiCiB, sKa 3abe3me-
qye: HEeHTPali30BaHUi MOHITOPUHT 3 BUKOpuCcTaHHIM Prometheus ta Grafana; agantueHe MacmTabyBaHHS pecyp-
CiB Ha OCHOBI METPHK Ta O€3IeKy mepenadi JaHUX MK JIOKAJIbHUMH By3JIaMH 1 XMapHUMH cepBicamMu. O0’eKToM
JOCIIJDKEHHSI € TIPOIeC IHTeTpalii XMapHHX TEXHOJOTIH B 1HQPACTPYKTYpy po3momaiieHux Mepex. [Ipenmerom
€ TIpOrpaMHi, THCTPYMEHTANIbHI 3aCO0M, METOU, MOJICNIi MOHITOPHUHTY Ta KEPyBaHHS PO3MOAIICHUMH MEpPEKaMU.
B po6oti moTpiOHO 3MOETIOBaTH HABaHTAXEHHS Ta BUKOHATH IOPIBHSIHHS NPUBATHOI, MyOmiyHOI Ta ribpuaHoi
MoJieJIel iHTerpamii 3a MOKa3HUKaMH MPOJYKTUBHOCTI, BiIMOBOCTIHKOCTI Ta BHUTpar. [licis mpoBeneHHS aHa-
Ji3y HAaBECTH ANTOPUTMM aBTOMAaTHYHOTO MacIITaOyBaHHS Ha ocHOBI Prometheus Alertmanager Ta AWS Auto
Scaling, a Takoxx 3aIpONOHYBAaTH HA0Ip MPAKTUYHUX PEKOMEHAALiN 11010 Oe3MeuHol iHTerpalii XMapHUX CepBiciB
y po3mnoaiieHi Mepexxi. BUkoHaTH MOJeNIOBaHHSl CUCTEMH YIIpaBJliHHS 3 iHTerpauieto iHCTpyMeHTiB Prometheus
ta Grafana. [liaTBepauTH, IO iHTErpauis XMapHUX PilIeHb 1 METOMIB MPOrPaMHO-BU3HAYCHUX MEPEX JT03BOJISIE
JOCSTTH 3HAYHOTO ITiIBUILIECHHS MPOIYKTUBHOCTI Ta CTIHKOCTI MEpPEKeBOI iIHPPACTPYKTYPH, IO € KPUTHIHO BaxK-
JIUBUM JUTS CYYacCHUX MaciTaboBaHuX pimieHb. OCHOBHY yBary NpUALTUTH peaiizallil Ta Bepudikariii MoaeneH, ski
3a0e3MeuyroTh JUHAMIYHEe MacIITa0yBaHHs, BIIMOBOCTIHKICTh Ta ONTHMI3AIliF0 BUTPAT.

Bukian ocHoBHoro marepiauy. Cucremu Prometheus Ta Grafana € KI1F090BUMU eJIeMEHTaMH MOHITOPIHTY,
aJyie B yMOBaX 3aCTOCYBaHHS MacIITa00OBaHUX Ta MIKPOCEPBICHUX PO3MOAUICHUX MEPEX BUKOPUCTOBYIOThLCS 1 1HIII
IHCTPYMEHTH, SIKi MPONOHYIOTH OUTBII KOMITIEKCHI PillIeHHs ISl JTOTYBaHHS, TPACYBaHHS Ta MOHITOPUHTY IPOIYK-
THBHOCTI fofatkiB (APM) (Tabm. 1).

Toni, sk Prometheus/Grafana rapHo cIpaBisSIOTECSI 3 METPUKaMH, AJISI KOMIUIEKCHOTO MOHITOPHHTY (KU
BKJTIOUA€ JIOTYBAaHHs Ta TPACyBaHHA), CyJacHI pO3MOJICHI MEPEeXi 4aCTO BUMAraroTh iHTerpaii 3 iHIMMMU 1HCTPY-
meHTamu, Takumu sk ELK Stack ab6o komepuiitnumu pimenssamu (Datadog, New Relic), siki 3a06e3ne4yoTh OBHHIA
LUK aHAJi3y JTaHHX.

Hasenemo metonu 300py METPUK, aTOPUTMH MPUAHSTTS PiICHb IS MaCH.ITa6YBaHH$I pecypciB Ta miaxoau
JI0 IHTETpaIlii JIOKaJIBbHOT iHPPaCTPYKTYpH 3 XMaporo. OCHOBHAMH KOMITOHEHTaMH MOJIEINI €: areHT 300py METPUK
Ha By3/lax Mepem [EHTPaJbHUN CepBep MOHITOPHHTY (Prometheus) 3 HANAMITYBaHHAMHU IS 300py METpUK;
cucreMa Bisyamizanii (Grafana) mis qamoopaiB Ta kopensmii moii; Alertmanager a1t GopMyBaHHS CIIOBIIIIEHb 32
MpaBWJIaMK; KOMIIOHEHT aBToMaTu3anii MacmradyBanHas (AWS Auto Scaling) Ta Momyns Ge3neku. AITOPUTM, SKHHA
BHKOPHUCTOBYETHCS, € MPOLIECOM aBTOMATUYHOTO MaciiTaOyBaHHS y BiJINIOBi/Ib Ha mofii. HaBegemo xox anroputmy.
Maemo BXinmHi gaHi: MeTpuku M (t) 3 Prometheus, noporoei 3nauenns 7 _up, T down , MiH./Makc. iHCTaHCH
N_min,N_max . TloTpiGHO:

— 3YUTATH OCTaHHI 3HAYCHHS METPHK 3a IHTepBaI ¢ _window ;

— OOYHCIIMTH arperopaHe 3HAaYeHHs metric_agg=f (M (1)

— sakmo metric_agg>T up 1 TOTOYHI IHCTaHCHM < N max — iHiNiIOBaTM MaciTaOyBaHHS BIOpY:
add_instances (k ) ;
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— sakmo metric_agg<T down 1 moToYHi

remove_instances (k ) ;
— BCTaHOBHUTH cooldown timer;
— JIOTYBaTH Jii Ta BiNPaBISITA CIIOBIICHHS.

iHCTaHcH > N_min — IHINIIOBaTH MAacITaOyBaHHS BHU3:

Tabmuus 1
IHcTpyMeHTH MOHITOPMHTIY B YNIPaBJiHHI PO3NOALJIECHHMH MepeXaMu
IncTpyment Tun D S— IlepeBaru nJist po3nogiieHux Henoaixu / .
MepesK 0CO0JUBOCTI
Prometheus Open Source 30ip (Scraping), 30e- BararopumipHa Mojiens nanux | He miaxomuTs yis jo-
(Metpukn) piraHss Ta arperauis (MiTKa, 3HaYEHHS) TO3BOJISIE TYBaHHS/TpacyBaHHS;
METpHK. TOYHO 1IeHTH(]IKyBaTH By30J, |0OMEXeHa icTopudHa
PETioH Ta cepaic. mOMHA TaHWX.
Grafana Open Source Bisyaunizaris qanux, CrBOpeHHS yHi(hiKOBaHUX € nure Bizyanizaro-
(Bizyamizanist) | mamGopay, ONOBIIIEHHS. | JAIOOPIIB VIS PI3HUX JDKEPEIT | pOM, BUMarae oKpe-
nmanux (Prometheus, Elastic). | Mux OekeHIIB Tt
30epiraHHs JaHUX.
ELK Stack / Open Source /  |JloryBanHs, NOIIYK, aHa- | [1eaibHO MiAXOMUTE JUIS Bucoki Bumoru 1o
Elastic Komepiiinuii JIi3 METPUK 1 TpaCyBaHHS | LEHTPaJII30BAHOTO JIOTYBAHHS | OOYHCIIIOBAILHUX
Observability (Elasticsearch, Logstash, | (ycyHeHHSI HECTIpaBHOCTEH) Ta | peCcypCiB ISl BEJTHKIX
Kibana). TTOBHOTEKCTOBOTO TTOIITYKY. 00'eMiB TaHUX.
Datadog Komepuiiiinuii KommnekcHa muardopma | YHidikoBanuii intepdeiic, Bucoka BapticTb pu
(APM, All-in- it APM (Application | serkicts inTerpanii, Al-driven | Benmkux oOcsrax ma-
one) Performance OTIOBITIICHHS. HUX; TIPOTIpi€TapHUNA
Monitoring), MOHITO- thopmar.
pHHTY iHGPACTPYKTYpH,
norysanHssi, Real User
Monitoring (RUM).
Zabbix Open Source Mepesxesuii Ta cepep- | [lormOnenuit MOHITOPHHT Menm rHyyKuit s
(Metpuku, Mo- | HHif MOHITOPHHT, 30ip MEpPEKEBOTO 00JIaTHAHHS JUHAMIYHUX XMapHUX
HITOPHHT) JTAaHUX areHTaMHu. (SNMP), Benuka KibKicTh cepenoBu (MOpiBHS-
TOTOBUX IIA0JIOHIB. HO 3 Prometheus).
New Relic Komepuitinuit Xwmapnaa mardopma i | EfextuBre po3noninene Tpa- | Pokyc mepeBakxHO Ha
(APM, All-in- APM, tpacyBanus, mo- | cyBanus (Distributed Tracing), | npomxyKTUBHOCTI 10-
one) HITOPUHTY 1HQPACTPYK- | IO KPUTUYHO JJIsl MIKPOCEPBIi- | IaTKiB; BUCOKA IliHA.
TypH Ta JIOTYBAaHHS. CIB y pO3IOAITICHIN Mepexi.

Mopenb cucTeMH YIPaBIIiHHS MEPEKEIO HaBeIeHO Ha PUCYHKY 2. Ha cxemi po3ramoBaHO BCi 3araibHi KOM-
MIOHEHTH MEPEXeBO1 iHPPACTPYKTYPH, a TAKOXK 1X B3aEMOIO Ta 3B’S3KH MK HAMH.

MoHITOpHHT JaHIX
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Komyratop
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Knienr 1
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|
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Puc. 2. Monens cucremn
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Mozens cucTeMH MICTHTh JIOKaJbHI BY3IM, MaplIIpyTH3aTOPH Ta ICHTPAJIbHUI cepBep MOHITOPHHTY.
JlokanbHI BY3JIH €KCIIOPTYIOTh METpHKH depe3 node exporter 1o Prometheus; Prometheus onutye By3mu 3a dixco-
BaHMM rpacdikoM. s inTerpamii 3 mybmiuHoo xMaporo Bukopuctano AWS CloudWatch i Auto Scaling: wactuna
JIOTiKMA MOHITOPHHTY JyOIIOEThCS y XMapi 3a noromororo Amazon Managed Service for Prometheus. Auto Scaling
3aCTOCOBYETHCS JJIsi aBTOMATUYHOTO 301UIBIICHHS/ 3MECHIICHHS KUTBKOCTI CEpBEPIB MPH PI3HUX HABAHTaKCHHSX,
3a0e3IeuyrouH, IMPY MKOBUX HABAHTAXKCHHSX, CTA0UTHLHICTh poOoTH Mepexi. CiieHapii HaBaHTaKEHHS BKITFOYAIOTh
MKOBE HABAaHTAKEHHS, CTIIKE BUCOKE HABAHTAKCHHS Ta KOPOTKOTPHBAJII CIUIeCKH. J[J1s1 KOXKHOTO clieHapito 3adik-
COBAHO Yac BIJTYKY CEPBICIB, KIJIBKICTh MiIKIIOUCHb, SIKi JOAAI0THCA/BUAANSIOTHCS, & TAKOXK CEPEIHIO MPOITYCKHY
371aTHICTE. MaeMO TpH OCHOBHUX CIEHApIi sl TECTYBaHHS CHCTEMHU: HOPMaJbHE HABAHTAXKCHHS — y IIbOMY CIIe-
Hapii MOZENIoBaNIOCs ofHOYacHe miakmoueHHs 100 KOpHUCTyBadviB, sIKi TEeHEPYBAIM THIIOBHH Tpadik i e J03B0-
JISUTO OLIHUTH 0a30Bi MOKa3HUKU pOOOTH CUCTEMH, TaKi SIK 3aTPUMKa, IPOIMYCKHA 3JaTHICTh 1 CTAOUIBHICTD; MIKOBE
HaBaHTaKEHHS — el clieHapiil MoaentoBaB ogHouacHe miakitoueHHs: 1000 koprcTyBadiB i3 MiABUILIEHUMH 3aTPUM-
KaMH Ha MapIIpyTHU3aLiI0 Ta OL[IHIOBAIOCH, HACKIJIBKY €()eKTUBHO CUCTEMA CIIPABIAETHCS 3 EKCTPEMATIBHUMH YMO-
BaMH pOOOTH Ta UM 3a0e3MeUy€eThCs CTAOUTBHICTD Y TAKMX YMOBaX; BiIMOBa By3J1a — [Iel clieHapill eMYJIIO€ BiTMOBY
OJTHOTO 3 KITFOUOBHX MEPEKEBUX KOMYTATOPIB, 1110 JO3BOJIMJIIO IIEPEBIPUTH 3/IaTHICTh CUCTEMH JI0 BiJIMOBOCTIHKOCTI
Ta e(peKTUBHICTH OalaHCYBaJIHHUKIB HABAHTAXKCHHS B YMOBAaX aBapiliHUX cUTyalliil. Pe3ynsraru mokasany, mo mpu
301bIIIEHH] KUThKOCTI KoprcTyBadiB 10 1000 3arpumka 3pocia o 100 Mc, ogHak cucteMa 366pirana Q)yHKuiOHam,—
HICTH HaBiTh y MIKOBHX yMOBax. Ha pucyHKy 3 mOKa3aHO 3aJIeKHICTh 4acy BI,Z[I‘YKy CHCTEMH BiJ] KITBKOCTI aKTHB-
HUX KOPUCTYBadiB, IO T03BOJISE OI[IHUTH ii IPOXYKTHBHICTH IPH Pi3HUX CLHEHAPIsIX HABAHTAKCHHS.
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Puc. 3. I'padik yacy BiIryKy cucTeMu

[TpoBeeHo cepito eKCIePUMEHTIB Y CUCTEMI MOICIIOBAHHS 13 HACTYITHUMH MapaMeTpaMu: KiIbKICTh JIOKaJTb-
HuX KiieHTtiB 50-500; Buxigauii Tpadik 10-500 Mbps; inTepBanu onutyBanHs Prometheus 15 s; moporu T up =
75% CPU utilization; T down = 30% CPU utilization; N_min = 2, N_max = 20. Pe3ynsrarn momaso y BUIIIAIL
OITHCY KIIOYOBHX METPHK (latency, throughput number_of instances, downtime) U1 KO)XHOTO cueHapi}o Cue-
Hapm 1 (mikoBe HABAHTAXKEHHS): IIPU Pi3KOMY 3pocTaHHi Tpadiky 10 400 Mbps alropuT™ ABTOCKEWITIHTY JO/1aB
MiIKTF0YeHHS 32 45—60 s, 110 npu3Beno 1o cradimizanii Bukopuctanis CPU Ha plBHl ~65% 1 3HWKEHHS CepeHbOT
3arpuMku Ha 32%. CueHapm 2 (crilike BHCOKEe HaBaHTAXXCHHS): K HaBaHTaxeHHI 250 Mbps cucrema yTpumy-
Baja §-10 migKiIo4YeHb, cepelHs MPOIMYyCKHA 31aTHICTh cTaja CTa0lIbHOI0, IPUYOMY BUTPATH Ha XMapHi pecypcu
3a MOJIENIOBaHHA 24 ToIuH ckiaiau opienToBHO 0.8 Bix BapTocTi moBHOI Mirpauii B xmapy. Cuenapiit 3 (kopot-
KoTpuBali cmecku): cooldown timer y 300 s 103BOJIMB YHUKHYTH 4acTOTO JOJABAHHS/BUIANEHHS MiAKIIOUCHD,
aJsie 30UIBIINB Yac peakilii Ha MOBTOPHUH CIUIECK, TOMY PEKOMEHIOBAaHO BUKOPHCTOBYBAaTH aJanTUBHHUIL cooldown.
Pesynbratu TecTyBaHHS HPOAYKTHBHOCTI 3@ PI3SHUMH CIICHAPisIMU, KA MICTUTh TaKi JaHi: cepefHill yac BiATYKY,
3aTpUMKa, TIPOITYCKHA 3/1aTHICTh, BTPATH MAKETIB 1 CTa0IbHICT CHCTEMH HABOIATHCS B (Tl 2).

Tabmnurs 2
Pe3yabTaTn TecTyBaHHSI NPOAYKTUBHOCTI 32 Pi3HMMH cLieHAPisIMH
C . Cepenniii yac Cepenn Hpony.c KHa Brparu CrabinbHicTh po6oTH
neHapii . 3aTpUMKa 30aTHIiCTh . o
BiATYKY (Mc) (mc) (Mir/c) naketiB (%) CHCTEMHU
HopmanbHe HaBaH- 20 15 950 05 BncqKa. Cucrema mparfroe
TaKCHHS CTaOlIBHO.
[TikoBe HaBaHTa- 100 85 700 1.8 32_1£[OBUILHa. Cucrema (yHK-
JKCHHS I[IOHYE.
Biamosa By3ina 50 35 850 1.0 Bucoxka. 1IIBuke BiIHOB-
JICHHSL.
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MopenioBaHHS 1TOKA3ajIo, IO 1HTETpallis XMapHUX CEpBICiB 3a0e3ledye BUCOKUI PiBeHb MPOAYKTHBHOCTI
HAaBITh 32 EKCTPEMAIBHUX YMOB, IO pPOOUTH [IEH MiIXi/l MEPCIIEKTUBHUM ISl HIMPOKOTO BIPOBAKEHHS B KOpIIOpa-
THBHHUX MEPEXKaX.

HopiBH;IHH;I METO/IiB BIPOBA/KCHHS XMapHHUX CEPBICIB, IPH KEPYBaHHI MEPEIKEI0, CBITUUTH MPO TE, 10 KOH-
KpeTHi HOTpeGH nmaneMCTB (KIHIIEBMX KOPHUCTYBadiB), iX pecypcH Ta BUMOTH 10 Oe3IeKH, MaCH_ITa6OBaHICTI>
MIPOAYKTHUBHICTH 1 BApTiCTh, BIUIMBAIOTH Ha BUOIp onTuMaibHOi Mozedni (puc. 4). [IpuBarHa Xxmapa, 3a3BHYaii, CTBO-
Ppro€ BIacHy iH(QpacTpyKTypy MpH 30epiranHi Ta 00poOIIi JaHUX Yy MEKaX 3aKPUTOTO CEPEAOBHUIIA, TOCTYI J0 SIKOTO
Ma€ TITBKM OOMeEkeHa KUTbKICTh aBTOpH30BaHWX oci0. [TyOmiyHa XMapa, uepe3 CTOPOHHIX MpOBaWaepiB, HAIA€E
JOCTYHI 0 OOYHCIIOBAJIBHUX pecypciB, Takux sk AWS, Microsoft Azure abo Google Cloud Platform. I'i6punna
XMapa J03BOJISIE MIAPHEMCTBAM BHKOPHCTOBYBAaTH IepeBaru 000X MOJeNeH, 00'eJHYI0UH MOXIIMBOCTI TPUBATHOT
Ta myOniyHo1 XMap, J{71st Toro, o0 OMiHUTY KOXKHUMA TiAXiJ] BUIUISEMO YOTHPH OCHOBHI KpUTEPIi:

— 0e3meka: 3aBISKH 130JAIT pecypciB MpUBAaTHA XMapa HaJla€ MAKCUMATLHUH piBeHb Oe3Meku; Oesneka y myomid-
Hill XMapi 3aJISKUTH BiJl TOJIITHKY MpoBaiiiepa; ridpuaHa 3a0e3Meuyoun OaaHe, OETHY0YN 00H/IBI MOXKITBOCTI;

— MPOAYKTUBHICTH: cTa0lIbHA MPOMYKTUBHICTh y MPUBATHIA XMapi; y myOmiuHii 1 riOpuaHiil IpoayKTHUB-
HICTh 3aJICXKUTH BiJ] IHTErpaIlii Ta yMOB IpoBaiiepa;

— BapTICTh: HANIOPOXKUOIO € MpHUBAaTHa XxMapa 00 Mae BHCOKI BUTPaTH Ha MIATPUMKY 1H(pacTpyKTypH;
myOJiyHa OUTBIT €eKOHOMHHH BapiaHT; TiOpUIHA Ma€ CKJIaIHICTh BIPOBAKEHHS 1 CEpeHI BUTPATH;

— MacmTabOBaHICTh: JETKMMHU B MacluTaOyBaHHI MepekeBoi iH(pacTpyKTypu € myOmiyHa Ta riOpuaHa
XMapH, TOKa3yIodl HalKpali pe3yIbTaTH.

B lMpusatia xmapa W lybniuka xaapa NiGpuaHa xmapa

117

Beanexa MNpogyxmesicTs Bapricts MacwrabosaHicTs

Puc. 4. TTopiBHAHHS XMapHHUX ITiIXO/IIB

Y3arajpHIOIOUN PE3yNbTaTH JOCIIKEHHS, MOXKHA CTBEPKYBATH, 110 MPaBUIbHUI BHOIp XMapHUX CEpBi-
CiB € KJIFOYOBHM YMHHUKOM TIIBHINCHHS e(DEKTUBHOCTI IisJIbBHOCTI OpraHi3allii, OCKUIBKH BiH CITPHSIE ONTUMI3aIlii
BUTPAT, TapaHTye HEOOXiAHUII piBEHb 3aXMUCTy JaHMX 1 3a0e3Medye CTBOPEHHS THYUKOi iHppacTpyKTypH, 34aTHOT
OIIEPAaTHBHO PearyBaTH Ha BUKJIMKH CYYaCHOTO PHHKY Ta TEXHOJIOTIYHOTO IPOTPECY.

BucHoBku. Y po0OTi IpoBeAEHO aHAII3 MPOBIIHUX XMAapHUX IUIaTdopM, 3IifiCHEHa peai3allist Ta BEpH-
(ikartis MoJelNi yrnpaBTiHHSA 1HQPACTPYKTYPOIO PO3MOAITICHHX MEpPEeX 13 BUKOPHUCTAHHSAM XMAapHHX CEpBiCiB, IO
3a0e3nedye: IEHTPATi30BaHUN MOHITOPHHI 13 BUKOpHCTaHHAM Prometheus Ta Grafana; amantuBHe MacmTaly-
BaHHS PECypCiB Ha OCHOBI METPHK Ta OE3MeKy mepenadi JaHuX MiXk JJOKaJIbHUMH By3JIaMH 1 XMapHUMH CEepBiCaMH.
Pesynbpratu nocmimpKeHHS TiATBEpAMIN €(EeKTUBHICT 3aCTOCYBAaHHS IOpUIHOT MOJENi IHTeTpallii XMapHHUX CepBi-
CiB y po3nofinieHii iHppacTpykTypi. Takuii miaxin 3abe3neuye onTUMaIbHIA 0anaHe Mk Oe3Mekoro, MacTaboBa-
HICTIO Ta €KOHOMIYHO eekTuBHicTIO. [I[puBaTHa YacTrHa Ti0OpuIHOT iHQPACTPYKTYpPH BUKOHYE POJb OE3MEYHOTO
CXOBHINA I KOH(DIIeHIIHNX nanuX. Lle mo3Borse miampreMcTBaM TOTPHMYBATHCE: TIOJITHK OS3MEeKH; CTaHIap-
TiB Ta BHYTPIMIHIX BUMOT 110 30epiranus iHpopmaii. locTyn 1o Takux JaHUX 3AiHCHIOETHCS JIMIIIE Yepe3 3aXHUIICH]
tyneni (TLS/VPN), mo MiHiMi3ye pu3uku BTpaTi KoH(peneHminHocTi. [1in gac 301IbIIeHHs KUTBKOCTI 3auTiB a00
aKTMBHOCTI KOPHCTYBAayiB CHCTEMa aBTOMATHYHO aKTHBY€E MEXaHI3MM aBTOCKCHIIIHTY, SIKi O3BOJISIOTH THMYACOBO
3aiATH pecypcu r[y6qu01 xmapH. Lle 3HAYHO 3HIDKY€ Yac IPOCTOIO Ta FApaHTye Oe3nepepBHICTh 00CITyroByBaHHS.
[pu HopMamsaun HABAHTAKCHHS PECypcH 3BUIBHSIIOTBCA 1 1€, 3a3BYaif, eKOHOMUTH KomTh. OTHUM i3 OCHOBHHX
BUKJIMKIB TiOpUIHOI MOJIEIi € MEPEXKEeBi 3aTPUMKH, CIIPHYMHEH] Mepeadero JaHUX MiX JIOKaJIbHUMH By3JaMH Ta
XMapHOMW iH(ppacTpykTyporo. Jlis 3MeHIeHHs horo e(eKTy peKOMeHI0BaHO 3acTocoByBarn Edge-cepepu abo
KEIIyBaHHS Ha PiBHI JONATKiB. Y TIOpUIHUX CHCTEMaxX OCOONHBY yBary CiiJ MPHIUIATH ITU(PPYBAHHIO KaHAIIB
3B 53Ky Ta ayTeHTH(ikarii Mk komrmoHeHTamu. Bukopucranus TLS, IPsec Ta 6ararodaxropHOi aBTeHTH]IKA-
1ii J03BOJIA€ TapaHTyBAaTH LUTICHICTh JaHMX 1 3aXUCT BiJ HECAHKLIOHOBAHOIO JOCTYIy. BUKOpHCTaHHS cepBiciB
JIUIIE OJHOTO XMAapHOTO IPOBai/iepa MOXE CTBOPUTH TEXHOJIOTIYHY 3aJ€XKHICTh, TOMY JOLLIBHO 3aCTOCOBYBATH
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xonteliHepu (Docker, Kubernetes), siki 3a06e31euyoTh MOPTaTUBHICT TOJATKIB MK pisHUME maTdopmamu. Kpim
TOrO0, BUKOpHcTaHHs GitOps-miaxony A03BOISE HEHTPATI30BaHO KEPYBaTH iH(PPACTPYKTYPOIO, MiHIMI3yI04UU PU3UKU
3MiHHU TIOcTayaj bHUKA. TecTyBaHHs MOKa3aio, o ribpuaHa MoieIb JO3BOJISIE 3HU3UTH CEPEIHE HABAaHTAXKEHHS Ha
JoKanbpH1 cepBepu Ha 35—-50%, npu LbOMY MiABUILUBIIN IPOAYKTUBHICTH cuctemu Ha 20-30% y mepioau mikoBoi
aKTHBHOCTI. TakuM 4WHOM, TiOpHIHA apXiTEeKTypa € HaHOUIbII 30aJaHCOBAHUM PINICHHSM U1 KOPIIOPATUBHIX
MEpEeXK, SKi MOETHYIOTh BUCOKY O€3IMeKy JIOKabHOI IHYPACTPYKTYPH 13 THYUKICTIO XMapHUX TEXHOJOT1H.
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