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IHTEJIEKTYAJIBHI AJITOPUTMHU NIJBUINMEHHSA AKOCTI KOPUCTYBAIIBKOI'O JOCBIAY
B AJAITUBHUX CUCTEMAX ITIOTOKOBOT'O BIJEO VY 3AJTAUAX CUTYAIIHHOI'O
HEHTPY 3 BUKOPUCTAHHSAM TEXHOIIAPKY POBOTOTEXHIYHUX CUCTEM

Y ecmammi pozenanymo npobnemy nioguiyenns akocmi kopucmyeaybko2o 00¢eioy (Qok) 6 adanmusnux cucmemax nomo-
K0B020 8ideo, wjo suKopucmogyiomscs y cumyayitunux yeumpax (CL), inmezposanux i3 mexnonapxamu poobomomexHiuHux cuc-
menm (TPC). 3anpononosano Konyenyito pe3unbeHMHOCMI NOMOKOBUX CUCIEM, SIKA 6A3YEMbCA HA NOEOHAHHT IHMENEKMY ATbHUX
ANeOPUMMIB NPOSHO3YBAHHS, HAGYAHHA 3 niOKpinaennam (Reinforcement Learning, RL), mynomuazenmuoi koopounayii ma cene-
DpamusHoi pekoHcmpyKyii 8ioeo.

Pospobneno mamemamuuny modens Resilient Quality of Experience (RQE), wo onucye cmabinbricms cnputinammsi 6ideo
KOPUCHTY8AYeM 3 YPAXyBaHHAM KOTUBAHb NPONYCKHOT 30amuocmi mepedci, uacy Oygepusayii ma eapiamugnocmi skocmi. 3anpo-
nowogaro aneopumm RL-ABR-RQE, y sxomy ¢hyuxyis éunazopoou nobyoosana wa npupocmi RQE, wo 00360ns€ onmumizysamu
8ubip bimpetimy 3 ypaxysanuam 00620cnpokosoi cmabinvrnocmi QoE.

3anpononosano bacamopisnesy apximexmypy CLI-TPC-Edge, axa no€OHye npocHO3Y8aAHHA MePeXCcesux yMos, 2eHepa-
musHe 6I0HOBNEHHA 8MpaueHol iHgopmayii ma MyremuazeHmHy 83aEmMo0ir0 Mixc y31amu nomoxkoeoi cucmemu. Pospobneno
Memoo KOOnepamusHo20 KepysanHs 8i0eonomoKkamiu, wo 3abe3neyye coyianbiy Cmitikicms cucmemu ma 36aianco8anuti posno-
0in pecypcie Migic poOOMUZ0BAHUMU A2EHMAMU.

IIpaxmuune 3nauennss pobomu noA2ae y MOJNCIUBOCHE 3ACIMOCYBAHHS POPOONEHUX ATCOPUMMIB Y CUCTHEMAX MOHIMO-
DUHEY MEXHO-eKONO2IUHUX NOOIl, 6e3neKo8Ux ma 0O0POHHUX KOMIIEKCAX, d MAKONC y MYTbMUMeOiHUX cepeicax HOB020 NOKO-
ninna. Pesynomamu mooenioganns demoHcmpyioms 3meHwenna vacy oygepusayii 0o 50 %, niosuwenns cmabinonocmi QoE oo
40 % ma 3nudHCeHHS eHEP2OCNONHCUBAHHS MODINLHUX V3N

Ompumani pesynomamu QopmyOms HAyKOBO-NPUKIAOHT 3acadu No6YO08U Pe3UTbEHMHUX THIMELEKMYAIbHUX 8I0e0CUc-
mem Oist CUmyayitiHux YeHmpie HACHYNHO20 NOKOTIHHS, 30ANHUX 00 CAMOHABYAHHS, NPOCHO3YBAHHS MA ABMOHOMHO20 8I0H06-
JIEHHSL IKOCE HOMOKOB020 8I0€0.

KitiouoBi croBa: inmenexmyansii arcopummu; adanmuene nomoxoge 8ideo; AKICMb KOPUCMy8aybKko20 00C8idy; pesu-
JIbEHMHICMb CUCIEM, HABYAHHS 3 NIOKPINIEHHAM, MYTbMUALEHMHA KOOPOUHAYIA, 2eHepamMUBHi MOOeni; cumyayiiiHuil yeump;
mexHOnapK pobomomexHiuHux cucmem, edge-004uUcnenHs; nPocHO3YBAHHS MEPEICEBUX YMOS.

Karmazin K. V., Pisarenko J. V. Intelligent algorithms for improving the quality of user experience in adaptive video
Streaming systems

The paper addresses the problem of improving Quality of Experience (QoE) in adaptive video streaming systems applied
within situational centers (SCs) integrated with robotic systems technology parks (RSTPs). A novel concept of resilient streaming
architecture is proposed, combining intelligent methods of network prediction, reinforcement learning (RL), multi-agent coordi-
nation, and generative video reconstruction.

A mathematical model of Resilient Quality of Experience (RQE) is developed, describing the temporal stability of per-
ceived video quality considering bandwidth fluctuations, buffering time, and bitrate variability. The proposed RL-ABR-RQE
algorithm utilizes a reward function based on RQE increment, enabling optimal bitrate selection under dynamic and uncertain
network conditions while maintaining long-term QoE stability.

The proposed three-tier SC-RSTP-Edge architecture integrates adaptive bitrate control, generative compensation of
data losses, and multi-agent cooperation among robotic and network nodes. A cooperative control mechanism ensures social
resilience and balanced resource allocation between mobile robotic agents and ground-based sensors.

The practical significance of this research lies in its applicability to techno-ecological monitoring, security and defense
systems, and next-generation multimedia platforms. Simulation results demonstrate up to 50 % buffering reduction, 40 % QoE
stability improvement, and 25 % power efficiency gains for mobile agents.
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The obtained results establish scientific and engineering foundations for the development of resilient intelligent video
systems for next-generation situational centers, capable of self-learning, prediction, and autonomous recovery of video quality
in real-time mission-critical environments.

Key words: intelligent algorithms, adaptive video streaming,; Quality of Experience; system resilience, reinforcement
learning; multi-agent coordination, generative models, video reconstruction, situational center; robotic systems technology
park; edge computing; network prediction.

IMocTanoBKa mpodiieMHu. Y CydacHUX YMOBAX 3pOCTaHHS TEXHOI'€HHOTO HaBaHTa)KEHHS, ypOaHizallii, KiiMa-
TUYHUX 3MiH 1 BINCBKOBUX PU3UKIB TUTaHHS OIIEPATHBHOTO PearyBaHHs Ha TEXHO- -exotorivyni moxii (TEIT) HaOyBae
0co0MMBOi aKTyaJILHOCTl PerionanbHi cmyaumHl uentpu (CLL) cTaroTh KIOIOBIMU eIEMEHTaAMHU CHCTEM YIIPaB-
JiHHS 6€3MEKOI0, OCKUTBKH 320€3MeUyIOTh MOHlTOpI/IHl" aHaJi3 1 HeWTpai3amito HaCTiKiB HAA3BHYAHUX CHTYaIlil
y peanpHOMY 4aci. BomHo9ac epeKTHBHICTE pillleHb y TaKUX IEHTPaX 3HAYHOIO MipOI0 3aJICKUTh Bill CTaOLIBHOCTI
W TOCTOBIPHOCTI iH)OPMAIITHUX MMOTOKIB, 30KpeMa BiZIcO 3 MOOIIBHUX 1 CTAIllOHAPHUX JUKEpeN — Kamep, Oe3MiioT-
HUKIB, HA3¢MHUX MOOITBHHX POOOTIB Ta CEHCOPHUX KOMIUIEKCIB.

CucteMu NOTOKOBOT'O BifI€0, 1110 3aCTOCOBYIOThCS AJIsl ONIEPAaTUBHOIO MOHITOPUHTY, (DYHKIIIOHYIOTh y Cepelo-
BUIIIi 3 HeTlepe0auyBaHUMHE 3MiHAMHE MPOMYCKHOI 3aTHOCTI MEPEK, KOMMBAHHIMY CHEPreTHYHIX PECYPCIB i INHA-
MIKOIO0 MepexkeBoro Tpadiky. KnacuuHi eBpucTuuHi a00 CTaTUCTHYHI aJITOPUTMU aJallTUBHOI MOTOKOBOI Nepeaadi
(Adaptive Bitrate Streaming, ABR) He BpaxoByI0Th 0araToBUMipHi YMOBH, y SIKUX NPalOIOTh MOOUIBHI 00’ €KTH
TexHomapKy podororexHiuHux cucteM (TPC). YHachimok 1poro HaBiTh HE3HAYHI (PIyKTyallii MEpeKeBHX Mapame-
TpPiB MOXKYTh IPU3BOINTH 10 Oy(epu3ariii, BTpaT KapiB 9 Pi3KUX 3MiH SIKOCTi 300paskeHHS, 1[0 KPUTHIHO BIUTUBAE
Ha SIKICTh KOpUCTYBaIpKoro noceimy (Quality of Experience, QoE) oneparopis CII.

Jis migBuieHHs epeKTUBHOCTI (DYHKIIIOHYBaHHS TAKUX CUCTEM IMOTPIOHE 3a0e3IeueHHs pe3HIILEHTHOCTI —
3IATHOCT1 aJalTyBaTHCS JIO 30BHIIIHIX 30ypeHb 1 MATPUMYBATH CTaOUIbHY SIKICTh CEpBiCY HaBITh 32 YMOB Helle-
pendadyBaHIX 3MiH MEPEXEBOTO cepeloBHUINa. Pe3mIbeHTHA afanTHBHA TIepegada IIOTOKOBOTO BiJeo NOBUHHA Bpa-
XOBYBaTH He JIUIIe cepeani nokasHuku QoE, a i 1X cTtabubHICTh Y Yaci. BuHHKae HeOoOXiHICTh Y HOBIH METpPHIIi
ounixtoBanHs — Resilient Quality of Experience (RQE), mo xapakrepusye CTalicTh CHPHIHATTS KOHTEHTY KOPHCTY-
BaueM y JHMHAMIYHUX MEPEKEBUX YMOBaX.

Oco06nuBoi ckiagHOCTI HaOyBa€ 3aBIaHHs B KOHTEKCT1 TEXHOMAPKY POOOTOTEXHIUHUX CUCTEM, IHTETPOBAHOTO
3 CL. TyT BigeonoToKH HaAXOMATh BiJl PI3HOPIAHUX JpKeped — HA3eMHHUX 1 MOBITPSIHUX POOOTIB, MOOIIBHUX CEH-
COPHUX KOMILIEKCIB, KaMep TEIJIOBI31HHOTO UM CTEPEOTHILY, PO3TALIOBAHUX Y 30HI TEXHO-EKOJIOTTYHOTO iHIIUCHTY.
Taki IOTOKH XapaKTepH3yIOThCsl HEOAHOPIAHOIO YACTOTOO KaJ[PiB, BAPIaTUBHOIO PO3ALIBHOIO 3AATHICTIO Ta Pi3HOIO
3aTPUMKOIO IIepeiadi, 0 YCKIAJHIOE IEHTPali30BaHy KOOPAMHAIIO Ta MPUHHATTS PillleHb. 3aCTOCYBaHHS €MHUX
METO/iB KOJyBaHHS a00 PEryaroBaHHS OITpEiTy IS BCIX PKEPEN y TAKUX YMOBAX CTa€ Hee(PeKTUBHHM.

Kpim TOTO, icHYIOTE OOMEKEHHSI, [TOB’SI3aHi 3 alapaTHOIO YACTHHOIO CHCTEMH: CHEPTOCIOKUBAHHAM MOO1ITB-
HUX POOOTIB, 0OMEKECHHSIMHU OOYHCITIOBAIBHUX MOTYXKHOCTEH Ha edge-By3niaXx, OOMEKEHHSIM 00CATY maM’siTi JUIst
Oydepwuzarii. lle BUMarae po3poOKH 1HTEIEKTYaIbHUX allTOPUTMIB, 3AaTHUX JI0 CAMOHABYAHHS, NMPOTHO3YBAaHHS
{ onTUMI3allii MOBEIHKK CUCTEMH B pealibHOMY 4aci. Taki alropuT™MH TIOBHHHI 3a0€31edyBaTH HE JTHIIE MUTTEBY
aJIamnTallio mapaMeTpiB mepenaadi BiJieo, a i KOONEpaTHBHY CTIHKICTh MK areHTaMH — HaIPUKJIIAI, MK KiJTbBKOMa
0e3MiIOTHUKaMHU ab0 PoOOTaMH, 1110 OJTHOYACHO MepealoTh BiIeo Ha cepBep CL[

Y Mexax 3anpornoHOBaHOi KOHIIETII{ poOIeMaTHKA TOIIArae B TOMY, IO 1CHyI0111 PIIICHHS ISl aJalTUBHOT
TOTOKOBOI Nepe/iadi He BPaXOBYIOTh crenudiky CHTYalliifHAX LEHTPIB i TEXHOMAPKIB POGOTOTEXHIYHHIX CHCTEM, 1e
KITIOUOBY POJIb BiZIIrpatoTh MMPOCTOPOBO-YACOBA Y3rODKEHICTh JaHUX, HU3bKa 3aTPUMKA, CHEPreTUYHA €(PEKTUBHICTh
1 y3TOMKEHICTh CIIPUUHATTS BiJJCONIOTOKY B OaraTokaHaldbHUX yMOBaX. AKTyaJbHOIO € 3a/aua IoOylIOBH iHTeNIeK-
TyaJIbHO1 apXiTeKTypH, sIKa TOEAHY€E METOIU porHo3yBaHHA (Ha ocHOBI LSTM/GRU), HaBuaHHS 3 MiAKPIMICHHSIM
(Reinforcement Learning) mis ontuMizariii BHOOpy OITpelTy, a TakoX I'eHepaTUBHI MOAENTI IITYYHOTO iHTEJIEKTY
JUISL PEKOHCTPYKIIi BTPAaueHUX KaapiB.

Bonrouac BasknuBo 3a0€3MeYNTH IHTETPAIliI0 PO3POOICHUX aNTOPUTMIB Y BXE iCHYI0Ui CTPYKTYpH aBTOMATH-
30BaHOi CUCTEMH MOHITOPHHTY THUIIOBHX TeXHO-ekoyoriqaux moniid (ACM-TTEII), ska ¢yHKIionye Ha 6a3i perio—
HanpHuX CLI. BoHa BKITIOUae MO,Z[YJII TUTAHYBaHHS TPAEKTOPii pyXy MOOUIBHUX pOOOTIB, o6po61<y JIAHUX CEHCOPIB
1 BHOIp ONTHMAIBEHUX MapmpyTlB JIOCTaBKH OoONaJHaHHS Ha 00’ €KTH MOHiTOpHHTY. [loenHanHs 1HTeneKTyaJILH01
ajianTarii MOTOKOBOTO BiZle0 3 MeXaHi3MaMH KepyBaHHS POOOTOTEXHIYHMMH CHCTEMaMH IO3BOJHTH ITiIBHIITHTH
SIKICTB 1H(OpMaLiHHOTO 3a0e3MeUeHHS MPOIECIB MPUIHSITTSA PillleHb, CKOPOTHUTH Yac Peakilii Ha Moii Ta 3SMEHITUTH
HaBaHTa)KCHHS Ha OIEPaTopiB.

AmHaji3 ocTaHHiX JocaimKkensb i myoaikaniii. [I[poOnemaryka miABUIIEHHS SKOCTI KOPUCTYBAILKOTO JIOCBI Y
(QoE) B aganTuBHUX cUCTEMax MOTOKOBOTO Bi/Ie0 OCTAHHIMHU POKaMHU aKTUBHO JIOCIHIIKYETbCA Y CBITOBIM HayKOBil
cninbHOTI. 30KpeMa, y poboTi Ajeyprasaath K. B. Ta Vetrivelan P. [1] 3anponioHoBano TiOpuaHuiA MiaXia MaliuH-
HOTO HaB4aHHS 1151 nokpamieHHs: QoE y Bineocepsicax Mepex 5G, skuil moeaHye kinacugikaliiHi Ta perpeciii
MOZETi AT aJaTUBHOTO BHOOPY OITpelTy. ABTOPHM HArojoOIIyIOTh HA HEOOXiJHOCTI BpaxyBaHHsS OaraToBHMIip-
HHX NapaMeTpiB Mepexi (3aTpuMKa, MPOIyCKHA 3/1aTHICTh, BTPATH MAaKETiB) Ta IXHHOTO AWHAMIYHOTO BIUIUBY Ha
KOPHUCTYBAIlbKe CIIPUHAHATTS Bijieo. LI poboTa cTana BaXKIIMBOIO OCHOBOIO JIJIS MONANBIIUX JOCTIKEHD Yy HAIIPSIMI
nporHo3yBaHHsS QOE 3a 710moMoroo iHTeIeKTyalbHIX METO/IB.
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CyTTeBHIA BHECOK Y PO3BUTOK JJAITUBHHUX aJITOPUTMiB IIOTOKOBOTO BiJIEO HA OCHOBI MiIKPITUIEHOTO HABUAHHS
3pobieHo y myOmikanii Souane N., Bourenane M., Douga Y. [2], ne po3po6neno miaxin Deep Reinforcement Learning
JUI IMHAMIYHOTO peryiroBaHHs sKocTi Bigeo (DASH). Apropu mokasainu, 110 BUKOPUCTaHHS MOJeJNeil Ha OCHOBI
rmuOuHHOTO Q-HaBUaHHS 3a0e3Meuye MiABUINEHHS CTa0lIbHOCTI TOTOKY Ta 3HIKEHHS Yacy Oydepusarlii mopiBHIHO
3 eBpucTHuHUMU ABR-Metogamu. [ToaiOHuMit miaxin mpomorkeHo y gocmimpkenHi Li Y. [3], 1e 3amponoHoBaHO MYJib-
THAareHTHE HABYaHHsI 3 EKCIIEPTHUM KEPYBAaHHSM JJISI KOPOTKUX BiJI€0, IO TO3BOJISIE BPAXOBYBATH ITOBEHIHKY KLTBKOX
MTOTOKIB OJTHOYACHO Ta 3a0e3MedyBary 0agaHC MiX SIKICTIO 1 CTAOUTBHICTIO BiJICO Y pealbHOMY Yaci.

Hocmimkenas Wang Y., Aggarwal V., Lan T. [4] po3BUBa€e KOHIIEIIiF0O 0araToareHTHOTO OHJIAHH-ONTHMI-
3yBaHHSI QOE. ABTOpH 3amponOHyBaNIH apXiTEKTypy, y SIKiii KOOKEH areHT BHKOHY€ JIOKaJIbHE HABYAHHS IOJITHKA
BHOOpY OITpeiTy, a KOOpJUMHALlIS 3IiHCHIOETECS Yepe3 OOMiH y3araibHeHMMHU Noka3zHukamu QoE. Takuii miaxin
CTpUsi€ TiABUIIEHHIO COLIaIbHOT CTIHKOCTI CUCTEMH 1 € OCHOBOIO ISl PO3POOJICHHS MYJIBTHAr€HTHUX MOJIeNen
Yy POOOTOTEXHIYHUX CepeIOBHIAX, J¢ BiAOYBAEThCS KOJIEKTHBHA Mepeiada BiJJeONOTOKIB BiJf MOOLTBHUX CEHCOPIB
1 O€3MIJIOTHUKIB.

OxpeMy yBary 3acilyroByIOTb HOBiTHI poOOTH y c¢epi IeHepaTHBHOIO IITYYHOIO IHTEJIEKTY. 30Kpema,
Artioli E. [5] 3anponionyBaB BUKOPHCTaHHS TeHEPATUBHUX MOAETIEH Il pEKOHCTPYKIIi BTpaueHuX abo0 MOLIKOIKe-
Hux ¢pparmentiB y HTTP Adaptive Streaming. ¥ poGori noBeaeno, mo 3actocyBanas GAN-ta Diffusion-moneneit
JIO3BOJISIE 3HAYHO MIIBHIUTH CY0 €KTUBHY OILIIHKY SKOCTI Bijieo 0e3 301IbIIeHHS cepeqHboro OiTpenTy. Lle miaxin
BiJIKpUBA€E HOB1 MOXXJIMBOCTI JJIs1 TOOYJIOBH PE3MIILEHTHUX IMIOTOKOBUX CHCTEM, 3JIaTHUX JIO CAMOBITHOBJICHHS SIKO-
CTi 300pakKeHHSI.

3 MO3WIIii TPAaKTUYHOTO BIPOBAKCHHS aJTAITUBHUX BiJICOCUCTEM Y KOHTEKCTI CUTYalliiHUX IIEHTPIB BaXJIU-
Boto € mpamnsg Melkumian K., Pisarenko J., Koval A. [6], 1e po3DISHYTO OpraHi3aimilo perioHaTbHAX CUTYaliiHUX
IICHTPiB Ha OCHOBI iHTeNekTyansHOi cucteMu Control TEA i3 3acTocyBaHHSIM 0€3MiITOTHUX JIITAIIBHUX alaparis.
ABTOpH MiIKPECTIOIOTH POJIb BiICOAHAIITHKY Y MPOLECaxX MOHITOPUHTY Ta MPUHHATTS PIllICHb, 0 Y3TOMKYEThCS
3 KOHLICTIIIEI 1HTerpallii aJanTHBHUX MOTOKOBUX AJITOPUTMIB y POOOTOTEXHIUHI TEXHOMAPKH.

[TincymoByrouH, Cy4acHi HayKOBi JOCIiIKEHHS MiATBEPIKYIOTh, III0 €BOJIIOLIA CHCTEM aJallTUBHOTO MOTO-
KOBOTO BiJICO PYXa€ThCs Y HANPSIMKY MOEIHAHHS IHTEIEKTYaIbHUX AJITOPUTMIB IPOTHO3YBAaHHS, HABUYAHHS 3 ITij-
KPITUICHHSM, MYJIBTHAT€HTHOI KOOPIUHALT Ta TeHePaTHBHOTO BiMHOBIEHH Bifeo. [Ipore 3amumaeTsest BIIKpUTHM
MMUTaHHS Y3TOJKCHHS WX TEXHOJOTIN Y €MHINA apXITEKTypi JUIS CUTYAI[IHHUX IICHTPIB 1 TEXHOMAPKIB POOOTOTEX-
HIYHHX CHCTEM, III0 BU3HAYAE aKTYaJbHICTh 1 HAYKOBY HOBU3HY JAHOTO JIOCIiIPKESHHSL.

MeToto cTaTTi € pO3pOOICHHS KOHIICTIIT Ta IHTEIEKTyaTIbHUX aJITOPUTMIB i IBUIIICHHS SIKOCT1 KOPHCTYBaIlb-
koro pocBiny (QoE) B amanTuBHHX crcTeMax IIOTOKOBOTO BiJ€0, 10 PYHKIIOHYIOTh Y CKJIAJ1 CUTYalifHUX IICHTPIB,
IHTETpOBAaHMX 13 TEXHOMAPKaMHU POOOTOTEXHIYHUX cHcTeM. [l TOCSTHEHHS i€l METH mependadeHo CTBOPECHHS
0araTopiBHEBOI apXIiTEKTYpH, sIKa IOE€JHYE METOIU IIPOTHO3YBAaHHS MEPE)KEBUX YMOB, HABYAHHS 3 MiAKPIIJICHHAM
JULst BUOOPY OITPENTY, My IbTHAT€HTHY KOOP/MHAILIIIO By3JIiB IIepe/iadi Ta FeHepaTuBHY PEKOHCTPYKIIiIO Bifeo. 3ampo-
TOHOBAHMI TiAXiJ] CIIPSIMOBAHUI Ha 3a0€3MEUeHHs] PE3WILEHTHOCTI CUCTEMH, TOOTO CTAOUILHOCTI SKOCTI BiJeO
y JUHAMIYHUX 1 HECTAOIIPHIX MEPEKEBUX CEPEIOBHUIIAX, IO € KPUTUYHO BAKIMBUM JUISI CBOEYACHOTO TIPHHHATTS
pilIeHb y 3aBIaHHIX TEXHO-CKOJOT1YHOTO MOHITOPUHTY, OS3MEKH Ta YIPaBIiHHSI POOOTH30BaHIMU KOMIUIEKCAMH.

BukJiag ocHoBHOTo MaTtepiaJy. BupinieHHs npo0OaeMH MiABUINEHHS SIKOCTI KOPHCTYBalbkoro A0cBiny (QoE)
Ta PE3MWIHLEHTHOCTI aaiTUBHUX CHCTEM IOTOKOBOTO Bifleo y 3amadax cutyaniitHoro mentpy (CL) i3 3amydeHHAM
TexHomapKy podororexHiyHux cucteM (TPC) nmependadae moOy 0By iHTEIEKTyaIbHOT OaraTopiBHEBOT apXiTEKTYPH,
sSIKa TIOETHY€ METOIM MPOTHO3YBAHHS, HABUAHHS 3 MIJKPIIUICHHSIM, MYJIBTHATCHTHY KOOPAWHAIIIO TA TEHEPATUBHY
PEKOHCTPYKITiIO BiJICOTIOTOKIB.

3anpornoHoBaHa apXiTeKTypa Mae 3a0e3MeuyBaTH aIalTHBHY MOBEIIHKY CUCTEMH B peallbHOMY 4Yaci, 3 ypa-
XyBaHHSIM OOMEXXeHb IPOITYCKHOI 3AaTHOCTI, TUHAMIYHUX 3MiH TOIOJOTIi MEpexi, a TaKoXK IMPOCTOPOBO-YACOBUX
ocobnuBocTeil 00°€KTiB MOHITOPUHTY, SIKi CIIOCTEPIratoTHCS 32 AOIOMOI0I0 MOOIIBHUX ab0 CcTalioHapHUX poOOoTO-
TEXHIYHHX M1aT(opM.

ApXITEeKTypa CUCTEMU YMOBHO HOAUISETHCA HA TPU B3aEMOIIOB’ 13aH1 PiBHi:

1) Cencopnuwii piBers (TPC): ckimagaeTbes 3 MOOUTBHEX po6oTiB, BITJIA, MaHIyIATOPIiB Ta CEHCOPHUX CHC-
TEM, 10 3IHCHIOITH BiJI€03HOMKY, TEIIOBI3IMHUNA a00 CTEPEOMOHITOPHHT 00’€KTIB TEXHO-CKOJOTIYHHUX TOIIM.
KoxeH poOOT Jie sk aBTOHOMHHI areHT, 3[aTHHH JIOKAJbHO ONTHUMI3yBaTH BIIACHY CTpATETilo TMepeaadvi Bileo
3aJIe)KHO BiJl yMOB KaHAy Ta CHEPreTHYHHUX PECypCiB.

2) Edge-piBeHn: BKIIrOUa€E By3/H MONEPENHBOI 0OPOOKH BiJIeo, J¢ BiIOYBAETHCS MIPOTHO3YBaHHS MPOITYCKHOT
3[1aTHOCTI KaHAJIiB 3B’SI3Ky Ha OCHOBI peKypeHTHHX HeiipoHHHX Mepex (LSTM, GRU) ta aganTuBHE KepyBaHHS
OiTpeTOM 13 BUKOPHCTAaHHAM QJITOPUTMIB HaBYaHHS 3 miakpimieHHsIM (Reinforcement Learning). Ha misomy piBHI
peainizyeTbest obuncinenns metpuku Resilient Quality of Experience (RQE), mo noeanye cepenne 3naueHas QoE,
HOro AMCIIEpCito Ta 4acTKy 4yacy Oydepu3zarii:

RQE =1(QoE) -4 -6(QoE)-p-B

Je A Ta 3 — BaroBi KoeQilieHTH cTabiIbHOCTI Ta cTikocTi.PiBeHb Edge BUKOHYE poib “po3ymHOro Oydepa’”
Mix motokamu Bit TPC Ta nenTpaipbHuM aHamiTHIHAM Moayiaem CII.
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3) Lentpansuuii pisens (CLI): 00’eqHye ¢GyHKINI koopAXHAaLii, aHANITUKY, IPUIHATTS pillleHb 1 MyJIbTHA-
TeHTHOTO KepyBaHHsA. TyT BifiOyBa€eThCs y3rokeHHs ctpareriii arentiB TPC, olliHKa 3arajgbHOi CTIMKOCTI CUCTEMH
Ta (hopMyBaHHs pillleHb JUIA ONEepaTopiB CUTyaliiHOTO LEeHTpy. BukopuctoByerses miaxia Centralized Training —
Decentralized Execution (CTDE), mo 103Bojisie HAB4aTUCh LIEHTPaTi30BaHO (3 MOBHUM CHOCTEPEKEHHSAM CTaHy
CUCTEMH), aJie JiSITH aBTOHOMHO IIiJ] YaC BUKOHAHHS.

OcHoBy cucTeMu cTaHOBHUTH anropuT™ RL-ABR-RQE, sxuii peanizye aganTHBHE KepyBaHHS SKICTIO Bieo
yepe3 QYHKIIII0 BUHAropoau, noodynoany Ha metpuili RQE. Ha Bigminy Bin knacuunux ABR-meToniB, mo 0a3y-
FOThCS Ha Oy(hepHHUX €BPUCTHKAX, 3allPONIOHOBAHUHN aJlTOPUTM BPaxOBY€ JIOBITOCTPOKOBY cTabinbHICTE QOE, mpo-
THO30BaHy MPOITYCKHY 3JIaTHICTh 1 PIBEHb BIIHOBIFOBAHOCTI KaIPiB.

[Tponiec MpUIHATTS PIllICHb ONMUCYETHCS K MapKoBChbKkuit pouiec (MDP), ne cran cucremu

S—[b ,buffer,, bitrate,_,,RQE,],
Iist a, BinmoBinae BHOOpy mpodimto GiTpeiiTy, a BUHaropoga
r,=RQE, —RQE,

BimoOpaskae mpupict crabinsHocTi. HapuanHs mpoBoauTthes 3a gonomororo Deep Q-Learning abo Proximal
Policy Optimization (PPO) 3 BuKopucTaHHsIM JOCBiy 3 MOMEPENHIX CECild.

Bsaemonis Mk areHTamu (poboTamu abo By3jaMH Tiepeadi) peani3yeTbes Yepe3 MeXaHi3M KOJEKTHBHOTO
HaBYaHHS, JIe KOXKCH areHT OOMIHIOEThCSI CTAaTUCTHKOI QOE, mapaMeTpaMu cepeoBHINa Ta TisIMH 3 HAHOIMKINMH
By3namu. Lle no3Bossie 3MeHmmTH KoiuBaHHsA QOE y MylbTHAareHTHOMY CepeIOBHIL, 3a0e3MeUy0YH KOOTIEPaTUBHY
CTIHKIiCTh CHCTEMH.

3 METOrO TiIBHINCHHS PE3UIILEHTHOCTI B YMOBAX BTpAT IAKETIB 1 YaCTKOBUX IOIIKO/PKEHB BifieoiHpopMarrii
BIIPOBA)KY€ThCSI TeHEPAaTUBHA PEKOHCTPYKILis HA 0CHOBI Mozeneit Tury Generative Adversarial Networks (GAN)
a6o Diffusion Models. 11i Mmomys1i npamoOTh Ha piBHi Edge 1 JO3BOJISAFOTH BiJHOBJIFOBATH Bi):[cyTHi KaJipy, KOMITCH-
CyBaTH apTe(hakTH Ta 311a/PKyBATH TIEPEPBHU Y BiICOMOTOLI 63 MOMITHOTO BIUIMBY HA CIIPHHHSATTS ONePaTOPOM.

Jlo1aTKOBO TIPOMOHYETHCSA MEXAHI3M a[alTHBHOTO KOMIIPOMICY MUK SIKICTIO Ta CTaOLIbHICTIO, AKHMM ITiJ 4ac
KOPOTKOYACHUX I3 IiHb MPOITYCKHOI 3AaTHOCTI 3HIKY€ OITPEHT, ajie KOMIICHCY€ BTPATH Yepe3 PEKOHCTPYKILFO IPIOHUX
nerajned. Takui migxiz JO3BOJSE MiHIMI3yBaTH Cy0’ €KTHBHI BTpaTH SKOCTI MPH 30epeKeHH] Oe3repepBHOCTI Bieo.

Juia 3abe3neyeHHs y3Tro/pKeHOCTI poOOTH TTOTOKOBOI CHCTEMH Ta poOOTOTEXHIYHHX MardopM po3pobieHo
iatepdetic inrerpaunii 3 ACM-TTEIIL, skuit nependayae oOMiH TaHHUMU MiXK MiICHCTEMaMH MOHITOPHUHTY, Kepy-
BaHHS TPAEKTOPIEIO Ta IEepeaadueio Bineo. BUKOPHCTOBY€eThCS MaTeMaTHIHUH anapar CHHTE3Y IIPOCTOPOBHUX TPA€EK-
TOpil MaHIMyJIATOPIB HA OCHOBI KyOiuHMX cIUaiHiB Anbepra—Hinscona—Yonma, mo 3abe3nedye IaBHICTh PyXy
KaMepH Ta CTaOlIbHICTh KaJIpiB.

Koxna pobororexHiuHa miardopmMa Ma€ BIACHHUA MOIYJIb TUNIAHYBaHHS Ta NIEpeaBaHHs BiJIco, SKHI BpAaXOBY€E
00OMEXEHHS CHEProCIOKUBAHHS, 1HEPIIiHHI XapaKTEPUCTHKN MaHIITyIATOPa, a TAKOK FE€OMETPil0 00’ €KTa MOHITO-
puHry. B3aemonis Mi>k IMMH MOAYJISIMU 3a0e3Medye ONTUMAJIbHE 3aBAHTAKCHHST MEPEKEBUX PECypciB, OanaHCy-
BaHHs Tpadiky Ta MiHIMI3aIlil0 3aTPUMOK y MeXaX CHCTEMHU.

HayxoBa HOBU3HA OiepKaHUX PE3yNbTATIB MOJSATae Yy po3pOOICHHI HOBOI KOHIICTIII] PE3HILEHTHOCTI ajiar-
TUBHHUX CHCTEM MOTOKOBOTO Bijico, MOOYAOBaHOI Ha MPUHIIMIAX IHTEIEKTYAIbHOTO KePYBaHHS SKICTIO KOPHUCTY-
Barpkoro goceiny (QoE) y cxiagHux, IMHAMIYHAX Ta OOMEXEHHX CEpelOBHIIAX (PYHKIIOHYBAHHS TEXHOIAPKY
pobotorexniunnx cucreM (TPC) i curyaniitnoro nenrpy (CLI).

Ha BigMiHy Bif TpaauliMHUX MiAXOAIB MO aJaNTHBHOI MOTOKOBOi mepemadi (Adaptive Bitrate Streaming,
ABR), 1e sKicTb BiZicO BU3HAYAETHCS JIUIIIEC TOTOYHUM CTAHOM KaHaiy abo Oydepa, y po3poOseHii cHcTeMi 3ampo-
ITOHOBAHO BPaxOBYBAaTH YaCOBY CTA0UTLHICTh CIIPUHHATTS KOPHCTYBA4eM Yepe3 BBEICHHs HOBO METPUKH — Resilient
Quahty of Experlence (RQE). s meTpuka Bmo6pa>1<ae HE TibKU cepenHe 3HaueHHs QOE, a ii iioro zu/IHaMquy
MIHIIMBICTE i 4YTIMBICTE 10 QIyKTyauiii Mepeski, pOPMyIOUH OCHOBY JUIS OLIHIOBAHHS PE3HIIEEHTHOCTI KOPHCTY-
BaIIbKOTO JIOCBiTy B YMOBaX peanbHUX 30ypPEHb.

3ampornoHoBaHo (opmaiizoBany maremMarndny monenb RQE, mo Briroyae (yHKUIOHANBHY 3aJ1€KHICTBH
MDXK [TapaMeTpaMH IPOIYCKHOI 3/[aTHOCTI, 6y(1)ep1/13aui'1' PO3/ILIBHOI 3[aTHOCTI Ta 4acoBOI BapiaTUBHOCTI Bil€O-
TOTOKY. ¥ MeXax L€ MOJIeI OIMCAHO MEXaHi3M KOMIICHCALI] SIKOCTI 4epe3 MPOrHO3yBaHHs NPOIYCKHOI 3/[aTHO-
CTi Ta PEKOHCTPYKLIIO BiZeo. Brepire po3pobieHo ¢yHKIII0 BHHATOPOIM B CHCTEMAX HABYAHHS 3 ITiIKPITLICHHAM
(Reinforcement Learning), mobynoBany came Ha ocHOBI RQE, 1o mo3Bossie BpaxoByBaru criiikicTh QOE sik cTpa-
TET1YHHUI MapaMeTp y MPoIeci ONTUMI3arii.

HayxoBa HOBM3HA IIPOSIBISIETHCS TAKOXK Yy CTBOPEHHI OararopiBHEBO{ iHTEIEKTYaNbHOI apXiTEKTypH aJanTHB-
HOI ITOTOKOBOT Tepeadi, sika MOEAHY€E MPOTHO3YBaHHS MEPEKEBUX IMapaMeTpiB (depe3 IHOUHHI PEeKYpEHTHI HEe-
pouHi Mepexi Tuiry LSTM/GRU), anantiuBHe kepyBaHHS siKicTio Bizeo (RL-ABR), koonepatuBHe MyabTHATCHTHE
y3romkenHs Aii By3niB (CTDE-minxin) Ta reHepaTHBHY PEKOHCTPYKIIIO 300paxkeHb. Taka apXiTeKTypa JO3BOJISIE
CHCTEMI He JIMIIIE pearyBaTH Ha KOPOTKOYacHi 3MiHM Tpadiky, a i nepenbadaTu Ta KOMIEHCYBaTH HACHiIKU 30ypEHb,
TIBUIIYOYU CTAOUTBHICTh BiIEOCEPBICY Y peabHOMY Yaci.

VYnepiue po3poOiaeHo miXif 10 KOOTIEPaTHBHOTO YIIPaBIiHHS IIOTOKAMH Bi/IeO B ICLIEHTPaIi30BaHOMY Cepeio-
BUILII, KU I'PYHTYETbCA HAa MOJAETIOBAHHI B3a€MOJii MK areHTaMHu — JDKepelnaMd BiJeONOTOKY (MOOUTBHUMHU
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poboTaMu, OE3MUIOTHUMH amapaTaMHM, CTAalliOHApHUMHU ceHcopamu). KoskeH areHT ONTHMi3ye BJIACHY CTpAaTeriio
BHOOpy OITpeiTy, ajge BOIHOYAC KOOPIWHYE CBOI Hii i3 CycimHiMH By3namu abo cepBepoM depe3 OOMiH iH(pOp-
Martiero mmpo nokaneHuil RQE, mo mo3Bonse 3a0e3neunTy comiaabHy Pe3UIbEHTHICTh CHCTEMH Ta CIPaBEIIUBHHA
PO3MOLT pecypciB.

CyTT€BUM HAayKOBHM DPE3YJBTAaTOM € 1HTErpallis iHTeJIeKTyaJIbHUX alrOPUTMIB Bifgeomepeaadi 3 poOoToTex-
HIYHHMH MiJICHCTEMaMK TEXHOMApKy. Yiepiie po3po0IeH0 MEXaHi3M Y3TrO/KEeHHsI TIOTOKOBOTO BiZIEO 3 MPOCTOPO-
BO-9aCOBHMH MOJICTISIMH KepyBaHHS MOOITBHUMH poOoTamu. {7 1[bOTO BUKOPUCTAHO METOAM CHHTE3Y TPAEKTO-
piii MaHIMyAATOPiB Ha OCHOBI KyOiuHUX ciiaiiHiB Anbepra—Hinbcona—Yooma, siki 3a0e31ne4yoTh IIaBHICTh PyXy
BiJICOTOJIOBOK 1 CTAOUTBHICTH KaJPiB IiJl 4aC MOHITOPUHTY 00’ €KTIB TEXHO-CKOJIOTIYHHX TTOJIH.

TakoX OTPUMaHO HOBI PE3yJIBTaTH B YACTUHI BUKOPHUCTAHHS TCHEPATUBHUX MOJICNEH IMTYYHOTO iHTEICKTY
(GAN, Diffusion Models) ans pekoHCTpyKLii BTpayeHoi abo crOTBOpeHOi BifeoiH(popMalii B pealbHOMY 4aci.
Po3po0ieHi MeTou T03BOJISIFOTH CYTTEBO IMIJBUINUATH Cy0’€KTHBHY OIIHKY QOE omeparopiB HaBiTh 3a HAABHOCTI
10-15% BTpaT naHMX y Mepexi, mo 3abe3nedye HOBHI PiBEHb PE3MIBEHTHOCTI TIOTOKOBHX BiIEOCHCTEM.

Kpim Toro, 3amponoHoBaHo yHi(iKOBaHY CUCTEMY OLIHIOBaHHS €(EKTUBHOCTI aJallTUBHUX AJITOPUTMIB, sKa
noeanye kiacndni Metpuku QoE (MOS, rebuffering ratio, bitrate variability) i3 HOBUMH TOKa3HHKaMHU CTaOilb-
HocTi RQE. Ile cTBOpro€ MeTO0I0TIYHY OCHOBY JIJISl OIIIHKY “SAKICHOT CTIHKOCTI” BiJIeOCEpPBiciB 1 MOXKe OYTH BHKO-
pHUCTaHO Juia cepTUdiKkallii aIropuTMIB y TeJIEKOMYHIiKalliHHUX cucteMax 5G/6G, MOOITbHUX Mepekax Ta XMapHUX
cepBicax BiJIeOaHATITHKH.

Y po6oTi BUPINICHO HAYKOBO-TEXHIUHY 3a/ady ITiBUIICHHS PE3WILEHTHOCTI aallTUBHUX CHUCTEM ITOTOKO-
BOTO BiIcO B yMOBaxX MiHJIMBOTO MEPEXEBOIO CEPEIOBUILA Ta iHTerpauii 3 TEXHOMAPKOM POOOTOTEXHIYHUX CHC-
tem (TPC), mo dyrkmionye y cknani cutyaniitnoro nentpy (CLL). 3ampomoHoBaHo iHTEIEKTyalbHy 0araTopiBHEBY
apxITeKTypy, siKka 3a0e3reuye cTaOUIBHICTh SKOCTI KOpHCTyBanbkoro nocBimy (QoE) y nuHaMiYHHX MepekeBHX
CIICHApifX, a TAKOXK FHYYKE Y3TOPKCHHS BiICONOTOKIB M’k CEHCOPHUMH, MEPEKEBUMH Ta aHAIITHYHUMH PiBHIMHU.

BucHoBkHn.

1. ChopMoBaHO HayKOBI OCHOBH PE3MIIBEHTHOCTI MIOTOKOBUX CHCcTeM. Briepie 3amponoHoBano (hopmatizo-
BaHy Mozeib Resilient Quality of Experience (RQE), mo inTerpye craructuuni napamerpu QoE (cepenne, aucmep-
cito, uac Oydepusauii) y eAMHUN OKA3HUK CTIHKOCTI KOPUCTYBALLKOTO CIPUIHATTSA. LIst Monesb J03BOJISE OLIiHIO-
BaTH CTaOIBHICTH Bileonepeadi y 4aci Ta € y3araJbHEHOI METPHUKOIO PE3HILEHTHOCTI MYJIETHMEIIMHAX CEPBICIB.

2. Po3pobieHo iHTeIeKTyanbHi arOpUTMH KepyBaHHS Bijfeonotokamu. CtBopeHo anroputM RL-ABR-RQE,
SIKUH TIO€HYE METOM HaBuaHHA 3 miakpiruieHHsaM (Reinforcement Learning) i mporHo3yBaHHSI MEpPEKEBUX YMOB
JUISE BUOOPY ONTHMAJIBHOTO OITPEHTY B peaibHOMY Yaci. Y CTPYKTYpi BHHArOpOIH BHKOPHUCTAHO (DYHKIIIO MPH-
pocty RQE, mo no3Bosnsie 3a0e3MeunTH CTIMKICTh CHCTEMH HAaBITh 32 YMOB BHCOKOi BOJATHJIBHOCTI NMPOILYCKHOI
3IaTHOCTI KaHaJiB.

3. OOrpyHTOBaHO MYJITHATCHTHY apXiTEKTypy KOOpAWHAIlii. BBeZIeHO MexaHi3M B3a€MOJIii areHTiB — BY3JIiB
nepenadi Bizeo, MOOITBHIX POOOTIB i cepBepiB 0OpOOKH, Ki 0OMIHIOIOTHCS arperoBannMu MeTpukamu RQE Tta
QoS. Le 3a0e3mneuye KOONEPAaTUBHY CTIMKICTh CUCTEMH 1 pIBHOMIPHUI PO3MOALT PECYPCiB Y AELEHTPaTi30BAHOMY
CEPEIOBHIIII.

4. IHTerpOBaHO TeHEPAaTHUBHI MO PEKOHCTPYKIIi Bi/ico. 3alIpONOHOBAHO METOJl TeHEPATUBHOTO BiJHOB-
JIeHHs BTpadeHoi iHpopmarii Ha ocHOBI GAN 1 au¢y3ifiHUX Mopenel, o MiABUINY€ Bi3yalbHY SIKICTh KaapiB 0e3
30inbIIeHHs OiTpeiiTy. Takuid miaxXia 103BOJIsIE KOMIICHCYBATH BTPATH JaHUX 1 30epertu ¢y0’eKTHBHO BUCOKY SIKICTh
QoE 3a yMOB MepekeBHUX JIerpajaiiii.

5. 3a0e3nedeHo Y3ro/KEHICTh 13 POOOTOTEXHIUHMUMHU MiJCUCTEMaMH. [HTerpamis ajanTUBHUX ANTOPUTMIB
Bijieoniepeadi 3 MOJICISIME KepYBaHHS PyXOM pOOOTIB (30KpeMa, CIUTAifHOBHM CHHTE30M TPAECKTOPIi) TO3BOIUIA
JOCSTTH CHHXPOHHOCTI MiX MPOCTOPOBHM TMO3MIIIOHYBaHHSAM KaMmep 1 cTaOUIbHICTIO MOTOKY. lle cTBOproe enuHe
KibepdizuuHe cepenaoBHIEe MOHITOPUHTY TEXHO-EKOJIOTIYHUX MOAIH.

6. [IpoBeneHo o1iHKy eexTuBHOCTI. Pe3ynbraru MmonentoBanHs y cepenouiax Mininet i NS-3 3acBiqunnmy,
mo BukopuctanHsi RL-ABR-RQE no3Bomnse 3am3uTH cepenniii yac 6ydepuzarnii Ha 35-50 %, mokpammtu ctadiian-
HicTb QOE 10 40 %, a TakoX 3MEHIINUTH €HEPrOCIIOKUBAHHS MOOUIEHIX BY3JIiB Ha 20-25 % MOpiBHIHO 3 TpaIuLik-
Humu ABR-anropurmamu.

Po3po06iieHi miaXoau MaroTh MIMPOKHIA MOTEHITIA IPAKTUIHOTO BUKOPUCTAHHS Y cepax:

1) InTenexTyanabHi CHCTEMH MOHITOPHHTY TeXHO-eKkooriuHux nofi (ACM-TTEII) — s nifBuIeHHS CTil-
KOCTI Iepeadi Biteo 3 MOOLIbHUX poOOTiB, OE3MUIOTHUKIB 1 Ha3eMHHUX MJ1aThopM y ckiafi perioHanpHux CLI

2) besnekoBi Ta 000pOHHI CHCTEMH — 3a0e3MeUeHHs] HaIMHOTO BiIEO3B’SI3Ky 3 MIHIMAJIBHOKO 3aTPUMKOIO
y IOJBOBUX YMOBAX, Y TOMY YHCIIi TIPH YaCTKOBOMY PyWHYBaHHI MEpPEKEBOI iHPPacTpyKTypH.

3) Mo0inbHi MynsTUMeniitHi cepsicu (4G/5G/6G) — ontumizanis norokoBux miardgopm (YouTube, Netflix,
Megogo Tom1o) nuisaxoM BrpoBakeHHs MeTpuKkH RQE y MexaHi3Mu THHaMIYHOTO OiTpeHT-KOHTPOIIIO.

4) Po6oToTeXHIUHI KOMIUICKCH TEXHOIIAPKIB — ISl KEPyBaHHS IPyHaMu MOOLTEHUX pOOOTIB, IO 3HIHCHIOIOTH
MOHITOPUHT CKJIaJHUX 00’ €KTIB (€HEPreTUUHUX, XIMIYHHUX, TPAHCIIOPTHHUX ), 13 CHHXPOHI30BaHOIO Mepeayeto Biieo
Ha CLI.

5) OcBiTHI, TeJIEMEIUYHI Ta MPOMUCIIOBI CHCTEMH BiJICOAHATITUKH — JUTS 3a0€3MeUeHHs CTaOUTBLHOT iepeaadi
300pakeHb Y CEPEIOBHUIIIAX 13 HECTAOUTEHO MEPEKEI0 Y OOMEKEHUMH PECYpCaMHu.
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3anponoHOBaHI AITOPUTMU BXKE aJaliTOBaHi I TECTyBaHHA y cepenoBumax Mininet, NS-3 Ta ROS (Robot
Operating System), 1110 103BOJISIE MEPEBIPATH X €(PEKTUBHICTD y MOpPUAHUX ClieHapisx “Bimeo + podotr”. OTpumMaHi
pe3yibTaTh TakoX MOXYTh OyTH BhpoBamxkeHi y cuctemu Ty Control TEA ans posmmpeHHs ixHIX (QyHKIIHA
IHTEEKTYaTbHOTO MOHITOPHHTY.

[Nomanbiri po3BiIKK Y EOMY HAIMPsIMi JOIUIBEHO 30CEPEAUTH HA TAKUX ACTIEKTaXx:

— po3poOIi aganTHBHUAX MONITHK €HEPrOCIIOKUBAHHS Ui aBTOHOMHHX BiZICOCHCTEM Ha OCHOBI MYIIBTHIII-
JILOBOT ONTHUMI3AIliT (AKICTh — CTAOUTBHICTD — €HEPTis);

— posmmpeHHi apxiTektypu g0 edge-federated naBuanHs, ne mMomeni RL HaB4arOThCsA y PO3MOALICHOMY
CepeZIoBHUII 0e3 IICHTPaIi30BaHUX CEPBEPIB;

— iHTerparmii cucTeMu CHTyaliifHOTO aHai3y 3 Bi3yassHEMHU Large Vision Models (LVM) st aBromartwy-
HOTO pO3Mi3HABaHHSI MOl y MOTOIIi;

— 1o0OyznoBi IU(POBUX ABIIHUKIB CUTYyaLiHUX IEHTPIB VIS IMITaLlifHOTO MPOTHO3YBaHHS POOOTH IOTOKO-
BUX CHCTEM Yy PEaJbHUX CIICHAPisX TEXHOTCHHUX 1HIIUJICHTIB.
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