O. 10. boxkko

YIK 004.75
DOI https://doi.org/10.32782/2521-6643-2025-2-70.9

Boxko O. K., acnipaHT kadeapu iHbopmaLinHmX
yrpaBnsto4mx cucTemMm

XapKiBCbKOro HaLioHanbLHOro yHiBepcuteTy pagioeneKkTpoHiku
ORCID: 0009-0004-6820-1228

METOJ KJIACU®IKALII JOKYMEHTIB 3A CKJIAJTHICTIO EKCTPAKIII JTAHUX
BEJIMKMMHY MOBHUMM MOJIEJISIMH

Y emammi pozenanymo axmyansHy npooremy onmumizayii agmomamuzo8anoi excmpam;ii' OaHUxX 3 0L106UX ()OKyMeHmiG
3a 00NOMO2010 BenuKUX MOoeHUX modenei (LLM). HAxicms 00pobKu 00KyMeHmie cymmeso 8apioemvpCsl 8 3a1eHcHOC 6i0 ix
CMPYKMYPHUX MA CeMAHMUYHUX Xapakmepucmux. Biocymuicms memooie nonepednb02o npocHO3y8aHHs AKOCMI ekcmpakyii
npu38o0Ums 00 Hee(heKmusHo20 BUKOPUCMAKHA pecypcis. Ichyioul docniocenus 6 2anysi kiacugixayii 0oKymenmis opicnmo-
BAHI HA MEMAMUYHY Kame2opu3ayiio, a He Ha OYIHKY MeXHIYHOT CKIAOHOCMI OMPUMAHHS OAHUX.

s pose'azanns danoi npobiemu 3anponoHO8aAH0 Memoo Kiacupixayii 00KyMenmis 3a CKIaOHicmio ix 06poOKu 3 8UKO-
DUCIAHHAM BETUKUX MOBHUX Mooeneil. Memoo 6asyembcs Ha posmimyi OOKYMeHmia 3a OiHapHUMU O3HAKAMU CIPYKIMYPHO-Ce-
ManmuuHoi ckraonocmi. J{ns KojcH020 OOKYMEHMA GUKOHYEMbCS ABMOMAMUYHA eKCIMPAKYIS OGHUX MPbOMA MOGHUMU MOOe-
JAMU Y pedcumi 6e3 NpUKIaois 3 00YUCIeHHSM IHMe2PATbHOL MEMPUKU SIKOCIT eKCMPAKYii yepe3 2apmMoHiline cepeore mouHOCHi
ma nosnomu. Ha ocrosi mempux ghopmyromucs kaacu ckiaOHoCci, nicis 4020 6y0yiombcst KNAcugixamopu 3 GUKOPUCIAKHAM
bazamoxnacosoi nocicmuunoi pecpecii. Banioayis 30iticHioemvcs uepes cmpamugikosany nepexpechy nepegipry.

Knrouosoto ocobrugicmio memooy € MONCIUBICIb ABMOMAMUYHO20 BUSHAYECHHS O4IKY8AHOI AKOCHI 00pOOKU OOKyMeHma
HA OCHOGI 11020 hopmanizosanux xapakmepucmux. Excnepumenmanshy nepesipky npayezoamuocmi memooa 30ilicheHo Ha Kop-
nyci cunmemuyHux OOKyMenmig 3 8apitiosanumu xapakmepucmuxamu ckaaonocmi. Jns mpwvox LLM nobydoeano kiacugixa-
mopu mpucmynenegoi Ckiaonocmi. Ananis 6a206ux xoepiyicnmis 6UAGUE KPUMUUHI (Pakmopu CKIAOHOCHI, SIKi OeMOHCIMPYIOMb
HAUOIIbWMUL He2aMUBHULL BNIUG HA SKICIb eKCIMPAaKYii.

3anpononosane pilenns mMae K meopemuune max i npakmuune 3HauenHs. Haykoea nosusna noiseae y cmeopenHi opu-
2IHATLHO20 eMNIPUYHO OOIPYHMOBAHO20 MemOoOy Kiacupixayii 0oKyMeHmis, 0e Yitb060i 3MIHHOK GUCIYRAE OUIKY8AHA SKICHb
eKCMpaxyii Oanux MosHumu mooeramu. lpakmuuna yinnicme po3pobieno2o memooy nonsieae y MOJICIUBOCHI A8MOMAMUZ08AHO20
NPULHAMME PiuieHb npo cmpameziio 00poOKY OOKYMeHMI6 8 opeaHizayitinux cucmemax. Ompumani pesynvmamu cmeopioomy nio-
IPYHMS O PO3GUMKY THIMETEKMYANbHUX CUCTeM 00pOOKYU OOKYMeNMig ma OnMUMi3ayii GUKOPUCMAHHS 00YUCTIOBATILHUX PECYPCIS.

KitrouoBi CIIOBa: 6enuka mMosHa Mooeny, eKCmpakyis OaHuX, Kiacu@ixayis 0OKyMennis, OIHApHA O3HAKA CKIAOHOCMI,
JI02ICMUYHA pe2pecis, MEMpUKa AKOCMI, RPOMAM.

Bozhko O. Yu. Method for classifying documents according to the complexity of data extraction by large language
models

The article addresses the urgent problem of optimizing automated data extraction from business documents using large
language models (LLM). The quality of processing documents varies significantly depending on their structural and semantic
characteristics. The absence of methods for predicting extraction quality leads to inefficient resource utilization. Existing docu-
ment classification research focuses on thematic categorization rather than assessing the technical complexity of data extraction.

To address this problem, a method for classifying documents based on the complexity of their processing by language
models is proposed. The method is based on document markup using binary features of structural-semantic complexity. For each
document, automatic data extraction is performed by three language models in zero-shot mode, with calculation of an integral
quality metric through the harmonic mean of precision and recall. Based on these metrics, complexity classes are formed, followed
by construction of classifiers using multiclass logistic regression. Validation is performed through stratified cross-validation.

The key feature of the method is the ability to automatically determine the expected quality of document processing based
on its formalized characteristics. The method was tested on a corpus of synthetic documents with varied complexity character-
istics. For three LLMs, three-level complexity classifiers were built. Analysis of weight coefficients revealed critical complexity

factors that demonstrate the greatest negative impact on extraction quality.

The proposed solution has both theoretical and practical significance. The scientific novelty lies in creating the first empir-
ically validated method for classifying documents where the target variable is the expected quality of data extraction by language
models. The practical value is the possibility of automated decision-making regarding processing strategy in production systems.
The results create a methodological foundation for developing intelligent document processing systems and optimizing compu-
tational resource utilization.

Key words: large language models, data extraction, document classification, binary complexity features, logistic regres-
sion, quality metrics, prompt.
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IHocTaHoBKa npodaeMu. ABToMaTH3aIlist 0OPOOKH AITOBUX JOKYMEHTIB 13 BUKOPHUCTAHHIM BEJIMKIX MOBHUX
mopeneit (LLM) cTae momupeHor NPakTHKOK B KOPIOPAaTHBHOMY CEPEAOBUIII, OXOTUIIOI0YH MPOLECH Bij PO3Mi3-
HaBaHHs 1HBOMCIB 710 BUTATYBaHHA JAaHHUX 3 KOHTPAKTIB Ta akTiB. OJHAK SKICTh €KCTPaKUii C1ab0CTPYKTYpOBaHUX
JaHHUX 1CTOTHO BapilOETHCS B 3aJICKHOCTI BiJl XapaKTEPUCTUK KOHKPETHOro AOKyMeHTa. OfHi i3 BUCOKOIO TOYHICTIO
00pOOITIOIOTCS TPOCTUM MIIX0A0M 0€3 MPUKIAIiB B IpoMnTax (zero-shot), B Toi vac, sk iHII BUMAararoTh IeB-
HOT KibKoCTi ipukiaaiB (few-shot) mis 3abe3neueH st BiIMOBIIHOT AKOCTI eKCTpaKilii. BiacyTHICTh monepeaHbporo
MIPOTHO3YBaHHS MMPU3BOJIUTH JI0 HEBUTIPABIAHOTO BUKOPUCTAHHS JOPOTOBAPTICHUX METO/IIB 00pOOKH a00, HABIAKH,
JI0 HEMPUUHATHO HU3HKOT TOYHOCTI.

HasiHi mocimi/pkeHHs B i Tamy3i IepeBaXHO 30CEPE/DKYIOTHCS Ha MMiABUINEHHI TOYHOCTI EKCTpaKIii post-
factum (TOHKE HaJAIITYBaHHS IPOMIITIB, TOCTOOPOOKA pE3yNbTaTiB), a HE Ha MTONIEPEAHFOMY OLIIHIOBaHHI OUiKyBa-
HOTO pe3ynbTary. Ha tenepimHiit yac BincyTHi popmManizoBaHi mixou A0 KUTbKICHOT OLIHKH CKJIAJHOCTI JOKYMEH-
TiB 11 LLM-06po6kw, 1o Bubip onTuManbHOI cTparerii ekcrpakiii. IcHyroui Metoan kimacuikariii JOKyMEHTIB
OpIEHTOBaHI MEPEBAKHO HAa TEeMaTHYHY KaTeTOpH3allil0, a HEe Ha OLIHKY TEXHIYHOI CKJIaJHOCTI aBTOMaTHYHOTO
BUTATYBaHHsI CTPYKTYPOBaHUX JaHUX. KpiM TOro, BiACYTHS METONOJIOTIS, 110 J03BOJIMIa O MaciiTabyBaTH MpoLec
OLIIHKH CKJIQJIHOCTI Ha BEJIMKI KOPIIYCH TOKYMEHTIB 0e3 3aly4eHHs eKCIepTiB-aHaliTHKIB.

ToMy akTyanbHUM € 3aBHaHHsS PO3POOKH aBTOMATHYHOTO MeToAy KiacH(ikallii JOKYMEHTIB 3a CKIAIHICTIO
EKCTPaKIIii, IKAH OW JO3BOJIUB MIBUIKO Bi(1IBETPOBYBATH MPOCTI JOKYMEHTH, Ta HAIIPABIIATH CKJIAIHI JTOKYMCHTH
Ha norubIieHe BUBUEHHSI (PaKTOPIB JUIS BU3HAYECHHS ONTUMAIIbHOT cTparerii ix 00poOku. Takuit MeTon mMae 3a6e3-
MeYUTH pauloHaane BHKOPHCTAHHSI 0o0UHCITIOBAIBHUX pecypciB. BiH Mae moeqHyBaté GopMali3oBaHy CHCTEMY
OI_IIHKy CKJIaJHOCTI ,Z[OKyMeHTlB mBuakuid ML-knacudikatop ams ix crpatudikariii Ta CeNeKTUBHUM ICTaNbHUHA
aHaJi3 (pakTopiB CKIATHOCTI BUKIFOUHO JJIsl IPOOIEMHUX BUTIA/IKIB.

AHani3 ocTaHHiX gocaifkens i mydaikaniii. CydacHi AijoBi nporecu noTpedyoTh 0OpOOKH 3HAYHUX 00CSI-
riB U(POBUX TOKYMEHTIB, SIKi MICTATh CI1a00CTPYKTYypOBaHi JaHi: iHBONCH, HAKJIa HI, KOHTPAKTH, crierudikarii
[1]. 3a3Buyaid, Taki JOKyMEHTH CTBOPIOIOTHCS MPOrPaMHO, alie iX aBTOMaTu4Ha 00poOKa 3aUIIAETHCS CKIaTHOIO
3aJlauelo Yepe3 BapiaTUBHICTh MAKeTiB, CEMAHTUYHY HEOJHO3HAYHICTh Ta BiJICYTHICTh €JMHUX CTaHIAPTIB (hopma-
TyBaHHS. 3acTOCyBaHHA MyabTiMofanbHuXx LLM Ha 6a3i TpanchopMepHOi apXiTeKTypH BiIKPHUIIO HOBI MOXIIUBO-
CTi JUIS eKCTPAKIii JAHUX 3aBASKM 3MATHOCTI JO KOHTEKCTYallbHOTO PO3YMIiHHS 0€3 IMOIepeaHbOr0 HaBYaHHs Ha
KOHKpeTHHX mabnoHax [2]. OmHak MUTaHHS ONTUMAIBFHOTO BHOOPY METOAY OOpPOOKH 3aJIe)KHO Bill XapaKTEPHCTHK
KOHKPETHOTO JOKyMEHTa 3aJIUIIAETHCS MAJIOIOCIIKEHIM.

MoBHi Mozieni e(peKTHBHO BUKOPHCTOBYBAIIUCS JIJISl €KCTPAKIIIT TaHUX 3 JTIOBHX JOKYMEHTIB IIIe JI0 TaK 3Ba-
HO1 «LLM peBomottii». Tak nie B 2020 porti Oysia mpoieMOHCTpOBaHA MOXKITUBICTD aHAJIi3y TIONIEPEAHBO HABUCHUMH
MOZETISIMU TIPOCTOPOBOI iH(pOpManii JOKyMEHTIB JUI HiATBEpIKEHHS TOYHOCTI ekcTpakuii [3].

[Ticas Toro, sik BenMMKi MOBHI MOJENi CTalld MAacOBO JOCTYITHWUMH, YUCIEHHI MOCIIPKEHHS MiTBEPAIN
SIKICHY TIepeBary CHUCTEM, L0 BUKOPHCTOBYIOTh LLM-migxonu, HaJl TpaJulifHUMU CUCTEMaMHU, 3aCHOBAaHHUMHU Ha
npasuiax [4].

Boanouac BUABIAIOTHCS 1 KpUTHYHI 0OMexxeHHs: LLM-ekctpakuii. Hanpukiaj, icToTHa 3al€XHICTh SIKOCT1
eKCTPaKIii BiJf CTPYKTYPHOI CKIATHOCTI JOKYMEHTIB [5] Ta mpobiiemu 3 00pOOKOIO BETUKUX JOKYMEHTIB depe3
00OME)XEHHSI KOHTEKCTHOrO BikHA [6]. Bynu 3adikcoBaHi MOMHJIKH B MaTeMaTHYHHUX OOYHMCICHHSX Ta BHITAJIKU
reHepaiii HeicHyrounx aanux [7]. KpiMm Toro, B cydacHUX JAOCTIIKSHHSAX IMiIKPECIIOETHCS HEOOXITHICTh Basiaarii
PE3YIBTATIB Y 3B'13KY 3 pU3HKOM T'eHepallii IpaBaonoAiOHuX, ajle HETOYHUX 3HaYeHb [8].

Pa3zom 3 1IMM 3HAYHOIO MPOTAIMHOIO € BiJICYTHICTh METOJIIB TIONIEPEIHHOTO OIIHFOBAHHS SKOCTI SKCTPAKIIil.
HasBai mocnimkenHst GOKyCYIOThCS Ha IiBUIICHHI TOYHOCTI Yepe3 HaJAIITYBaHHS IIPOMIITIB a00 1OCTOOPOOKY,
aJsie He IPOIOHYIOTH CIIOCO0IB IPOTHO3YBaHHA €(heKTUBHOCTI Nepex 3acTocyBaHHsM LLM-niporienyp.

Knacuoikariss JOKyMEHTIB TpaJulliiiHO BUpIIIy€e 3a7ady KaTeropusalii 3a TUIOM ab0 TeMaTHYHOIO MpUHA-
JIEKHICTIO. Y TaKuX JOCITIJDKCHHSAX MPEAUKTOpaMH BUCTYIAIOTh CTPYKTYpHi, TEKCTOBI Ta Bi3yaslbHi XapaKTepH-
CTHKH TOKYMEHTIB, a IIIIbOBOIO 3MIHHOIO — HAJIEKHICTh JI0 IEBHOTO Kiacy (HampuKiall, paXyHOK-(paKTypa, KOHTp-
aKT, KBUTAHIIIsl, MEJTATHHUNA 3aITHC).

Tak B [4] Ul Kinacugikamii MEANIHAX TOKYMEHTIB JOCIIiTHUKA BHKOPHCTOBYBA/IA B SIKOCTI TIPEAUKTOPIB
9acToTy TeleHlB IOBXHHY TEKCTY, HAsIBHICTH CIICIIM(IYHUX KIFOUOBHX CIIB, 8 METOIO Kiacuikarii Oyiro Bu3Ha-
YCeHHS TUITY KIiHIYHOTO JOKyMeHTa. B [9] mnst knacudikamii JOKyMeHTIB umprBoro PO3BHTKY BUKOPHCTOBYIOTBCS
TF-IDF BektopH, TeKCHYHE PI3HOMAHITTS Ta CTPYKTYPHI METPUKH B SIKOCTI MIPETUKTOPIB JJIs BiTHECEHHS JOKYMEH-
TiB JI0 TEMaTHYHUX KaTeroOpii.

KoHcTpyloBaHHS MPEAUKTOPIB € KPUTUIHUM €TaroM oOynoBH kinacugikaropiB. CTpyKTYpHI 03HAKH BKIIIO-
YaroTh KUIBKICTh TaOJUIh, PAJIKIB, KOJOHOK, HIUILHICTh TEKCTY, HAsSBHICTh BKJIQJCHUX CTPYKTyp. TekcToBi mpe-
JUKTOPH OXOILTIOIOTh YaCTOTHI XapaKTEPUCTUKH TEPMiHIB, JOBKHUHY JOKYMEHTA, MOBHE Pi3HOMAHITTS. BizyanbHi
O3HAaKW BPaxOBYIOTh PO3TAalllyBaHHs €JEMEHTIB Ha CTOPiHILI, THUIOTpadiuHi mapaMeTpu, FTeOMETPUYUHI XapaKTepH-
CTHKH TEKCTOBUX ONOKiB. JlocnmimpkeHHs kiacudikanii 6iomequuaux JokyMmeHTiB [10, 11] Ta 1oKyMeHTIB 3a CTpyK-
TYPHUMH O03HaKam¥ [ 12] NeMOHCTPYIOTh €(DEeKTHBHICTh KOMOIHYBAaHHS PI3HOTUITHUX IPETUKTOPIB IS i IBUILICHHS
TOYHOCTI BU3HAYCHHS THITY JTOKYMEHTA.
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HenoctaTHs KiIBKICTh JOCITIKEHb, JI€ IIJIOBOIO 3MIHHOIO KiacH(ikalii JOKyMEHTIB € OuiKyBaHa SIKiCTh
eKCTPAaKIii JaHUX CYTTEBO YCKIIAHIOE IIOIIEpeTHE MPOrHO3YBaHHS (PEeKTUBHOCTI 00pOOKH Ta panioHadbHUil BUOip
CTpaTerii eKCTpakLii.

Merta gocJtiseHHs MOJsATae y po3poO1i MeTona kinacudikamii JOKyMEHTIB 32 03HaKaMH CKJIaIHICT1 eKCTpakK-
il cmaboCTPYKTYPOBaHUX JaHUX BEIUKAMHI MOBHUME MOJIEIISIMH, SIKUT OM 32a0€311EYHB ONTUMI3aIliF0 BAKOPHCTAHHS
O0UHCITIOBATIBHAX PECYPCiB Uepe3 MoeHaHHs mBUAKOT0 ML-Kkiacudikaropa Ta ceJIeKTUBHOTO ACTAIBFHOTO aHai3y
(bakTOpiB CKIIATHOCTI.

Bukian ocHoBHoro martepiany. J[ns po3s's3anHs 3a1a4i Kiacudikaiii JOKYMEHTIB 3a CKIIaIHICTIO eKCTpaK-
1ii JaHUX BEJIMKHUMH MOBHHMH MOJICIIIMU B POOOTI IPOTIOHY€EThCS ToeTanmauid MeTo. L{eit Mmeton Bkitodae peasi-
3aIiI0 IT'SITH MTOCTIJOBHHX €TalliB.

1. ®opMyBaHHS KOPIYCY JOKYMEHTIB 3 MApKyBaHHIM 33 OIHAPHUMM KPUTEPISIMH CKIAHOCTI.

2. IIpoBenenHs ekcTpakiii 3a gonomororo LLM y KOHTpOJIHOBaHOMY PEXKuUMi 0e3 mpukiaiiB (zero-shot)
3 PO3paxyHKOM E€TaJIOHHUX METPUK SKOCTI.

3. ®opMyBaHHS KJIACiB CKJIAJHOCTI HA OCHOBI EMIIIPUYHOTO PO3MOALTY SKOCTI €KCTPaKIIii.

4. [To6ynoBa ML-knacudikaropiB A aBTOMaTUYHOTO BU3HAYEHHSA KIIACy CKJIAHOCTI TOKYMEHTA.

5. Baninanis knacugikaTopiB Ta OLiHKA EKOHOMIYHOT €()eKTHBHOCTI IMiIXOTY.

Po3mssHeMoO geTanbHUA OMUC KOYKHOTO 3 €TalliB.

Eran 1. B xoni peani3aliii [b0ro eTamy CTBOPIOETHCSI HABYATBHUI KOPIYC JOKYMEHTIB 3 CHCTEMaTU30BaHUM
OIMMCOM X XapaKTEPUCTHK CKIIATHOCTI Ta ETAJIOHHUMH MITKaMH SKOCTI SKCTPaKIIii.

s popmatizoBaHOTO OMMHKCY BIACTHBOCTEH TIOKYMEHTIB, IO BILTUBAIOTH Ha SKICTh aBTOMATHYHOT €KCTPAKIIil,
MOTPiOHO croYaTKy c(hopMyBaTH CHCTEMy OiHAPHUX O3HAK 1X cKiIagHOCTi. KoXkHa 3 03HAK CKIIaIHOCTI IPEICTABIISIE
c00010 IHANKATOP, SIKUH (hiKCye HasIBHICTh KOHKPETHOI XapaKTEPUCTHKH, SIKa yCKIIaIHIOE 00pOOKY JOKYMCHTIB.

®dopMyBaHHS IEepeTiKy 03HaK 0a3yeThes HA aHaMi31 300iB y CUCTEMaX eKCTPAaKIii JaHUX, a TAKOXK Ha CUCTEM-
HOMY aHaJli3i JliTepaTypHHUX JyKepel. IX JeTanbHuil onuc HaBeaeHo B (Tabm. 1).

Tabnung 1
Cucrema (popMaIbHUX 03HAK CKJIAAHOCTI JOKYMeHTIB 115 LLM-00pooxu

Ne O3HaKa CKIATHOCTI ¢, Omnnc MexaHi3M BriiuBy Ha LLM

1. dense listing JokymeHT MiC'TI/ITI) monaz 50 Tab- Kornitusue TePeBAHTAKEHHS, npobaeMu
JIMYHHUX 3aIlliC1B 3 KOHTCKCTHUM B1IKHOM

7 has_multilingual content HasBHicT igq)opMauiI, mo Hagana | MixkMoBHa iHTepdepeHIis
nBoMa a00 O1IbIIE MOBAaMH

3. |has _ambiguous fields CkopoueHHs1 6e3 po3munppyBaHHs HeonHo3HayHicTh iHTEpHIpeTanii

4 has_unlabeled data BincyTHICTD IBHUX MapKepiB THITY CmanHiCTL BHU3HAYCHHS CEMAaHTHYHOI
JaHUX pouti

5. |has compound cells MHOXHMHHI 3HaueHHs B oqHOMY 1oii | [TopymieHHst aToMapHOCTI TaHUX

6. has_multiline records Ta6nnqgi 3aIMcH 3aiMaloTh IeKinb- | [lopymieHHs o9iKyBaHHS «OAHMH PAIOK =
Ka PSIKiB OJIVIH 3aInCy»

7 has_spanning_data JlaHi mepeTHHaOTh TPaHHIli KOJIo- [MopymenHs TaOIUIHOT CTPYKTYpH

' HOK/PSIIKIB

8. has_header data mismatch |HeBinnoBigHicTh 3arojoBKiB Ta HpOT.I/lpi'-I'-ISI MK O4iKyBaHHSMH Ta pe-
JaHUX ANBHICTIO

9 requires_calculations [Torpeba B apudmeTnaHnx 00UMC- He gci LLM onnrakoBO TOYHI B MaTeMa-
JICHHAX THUII1

10. has_contextual dependencies |[ani 3 3ar0JIOBKA 3aCTOCOBYIOTHCS Bumarae po3ymiHHS iepapXii JOKyMeHTa
JI0 BCIiX 3aIliCiB

11 has_implicit_structure Horiqﬂa} oprasisarisi 0e3 IBHUX [Torpeda B BUBENIEHHI CTPYKTYpH 3 KOH-
MapKepiB TEKCTY

Po3smiTka mux 11 03HaK CKJIAJHOCTI 3MIHCHIOETHCS HA PiBHI THITY JOKYMEHTa Yepe3 po3pOOKY Y3TOMKEHHUX
HpaBHJI IPUCBOEHHS OiHAPHUX 3HaYeHb. Pe3ynbsTaToM € «Ipo@ib CKIIaHOCTI JOKyMEHTY i» — BEKTOP XapaKTepHuc-
uk cknagHocti C,=(c,,¢;,....¢,, ), Ae ¢; €40, 1} i=1,n, j=111.

CDopMyBaHH;I HananLHoro Kopnycy 3/IIMCHIOETBCA 33 NPHUHIMIOM 3a0€3MEYCHHS PEHPE3CHTATHBHOCTI
TMOKPHTTS KOMOIHALIi# 03HAK CKIaHOCTI MPH 30PeKCHHI PeamiCTHIHOCTI CTPYKTYPH Ta 3MiCTy JIOKYMEHTIB. 3ario-
BHCHHS IA0JIOHIB 3M1HCHIOETHCS 3 BUKOPUCTAHHIM PEaiCTUYHHX, ajie ISMePCOHATI30BaHUX JTaHHX, 0 JO3BOJISIE
30epertd aBTeHTUYHICTh CTPYKTYPHO-CEMaHTHYHUX XapaKTEPHCTHK JOKYMEHTIB MPU JOTPHUMAHHI BUMOT KOH(i-

neHmiiaocTi. [TapanensHo 3 TeHepalieo JOKyMEHTIB CTBOPIOIOTHCS €TAIOHHI (halIi PO3MITKH.
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@DopManbHO KOpPIyC JOKYMEHTIB i =1,7 ONUCyeTbCs MaTPHULEI0 O3HAK CKiagHocTi C :(c,.j. )HX”, JIe pAAKH
BiJIMOBIIAIOTh TOKYMEHTAM, a CTOBIIII — OIHAPHUM O3HaKaM ckiafaHocti j=1,11.

KoHTpoJ1b SKOCTI C(HOPMOBAHOTO KOPITYCY BKIIFOYAE BEpU(IKAIII0 ITOKPUTTS MPOCTOPY O3HAK, aHAITI3 30aaH-
COBAHOCTI PO3MOJIY XapaKTePUCTHK CKJIAJHOCTI Ta MEPEBIPKY BiJICYTHOCTI HATUINKOBHX KOPEIAIIH MiX Ipe-
mukTopaMu. ChopMoBaHUI KOPITyC BUKOPHUCTOBYETRCS SIK HABUAIbHA 1 BaminariiiHa 6a3a a1 moOyJOBH Ta OIIHKH
perpeciiiHux Moernel MpoTHO3yBaHHS SIKOCTI €KCTPAKIIii JaHUX Ha PiBHI TOKYMEHTA.

Eran 2. [Ina 3a0e3medeHHs] KOPEKTHOCTI IMOPIBHSHHS 3aCTOCOBYETHCS €IMHUI HPOTOKON OOPOOKH BCix
JOKyMeHTiB. EKkCTpakiiist BUKOHY€ETECS B zero-shot pexwuMi, 1o 03BOJISIE OLIHUTH 0a30BY 3/1aTHICTH MOAENEH 10
00pOOKHU TOKYMEHTIB Pi3HOTO PiBHA CKJIAAHOCTI 06€3 JOJaTKOBOTO HAJAIITYBaHHsI il KOHKPETHI (hopMaTH.

Jns excrpakuii BUKOPUCTOBYIOTBCS Tpu LLM 3 pi3Horo apxitextyporo: GPT-4.1-nano, GPT-40-mini ta
Gemini-1.5-flash 3 ¢ikcoBaHuME apameTpamMu JeKOIyBaHHS ISl KOXKHOT 3 Mojeneil. Pesynbrar ekcrpakuii ¢op-
MY€ETBCS y BUIVISAL CTPYKTYPOBAaHUX JAaHHUX BiAMOBITHO J0 MONEPEIHHO BU3HAYEHOT CXeMHU, 1110 crielu(ikye Ha3BU
TIOJTiB, THITH JAHWUX Ta KAPIUHAIBHOCTI 3aITHCIB. L

Jist koxKHOTO oKyMeHTa d,, i =1,115, xoxxHa Monens m =1,3 reHepye HaOip eKCTparoBaHMX 3amucis E, ,
KU 30epiraeTbest Ui MOAAIBIIOTO MOPIBHAHHS 3 €TAIOHHOIO PO3MITKOIO R, .

SIkicTh eKCTpaKIil OI[IHIOETHCS 3ICTABIEHHSIM €TaJIOHHOI PO3MITKH JOKYMEHTa 3 pe3yJabTaTaMH eKCTPaKLIii.
Jist koKHOI KoMOiHaMii (IOKyMeHT d,, MOIeb m ) BUKOHYETBCS MPOLENypa HOPIBHIHHS €KCTPAroBaHHUX 3aIlUCiB
3 eTaJIOHHUMH Ha OCHOBI IOA10HOCTI 3Ha4€Hb 10J11B. Ha 0CHOBI HOTO J1 KOKHOTO CIIOCTEPEKEHHS BU3HAYAIOThCS:

TP,, (true positives) — KiJIbKICTb KOPEKTHO €KCTPAaroBaHMX 3allMCiB, IO MAalOTh BiANOBiIHMN €TaJOHHHI
3aIIHC;

FP, (false positives) — KiIbKiCTb IIOMIIKOBO €KCTPAaroBaHUX 3alIHCIB, III0 HE MAlOTh BiAMIOBIAHOCTI B €TAJIOHI;

FN,, (false negatives) — KUIBKICTh NPOINYIIEHNX 3alHCiB, IO TMPHUCYTHI B €TaJOHi, ajle He eKCTparoBaHi
MOZIETLITIO.

Ha ocHOBI uX BeTMYWH OOYHCITIOIOTHCS METPUKH ToUHOCTI ( Precision ) Ta moBHoTH ( Recall ) ekcrpakiiii:

. TP,
Precision,, = ——*— (1)
TP, +FP,
TP,
Recall,, = ——*— 2)
TPtm + FNlm

InTerpanbHa OmiHKA SKOCTI SKCTPAKIii OOYMCIIOETHCS SIK FAPMOHIYHE CEpEHE TOYHOCTI Ta TMOBHOTH —
F1-mipa:

_ Precision,, -Recall,,

Fl =2 i=1115, m=173 (3)

m

. . b
Precision,, + Recall,,

PesysnbpraroM BUKOHAHHS IPYTOTO €TAITy € TPY HaBYaIbHI BUOIpKH 110 115 MOKyMEHTIB 71 pO3B'si3aHHS 331341
knacudikanii. B koHTeKcTi 3a1a4i IpeAnKTopamMu BUCTYNatoTh 11 OiHapHUX XapaKTEPUCTHK CKIaTHOCTI JOKYMEHTa:
C, =(CysCpreenaCyyy ) - BimoBizmo, HimeoBoto 3MiHHOIO € sikicTh exctpakuii F1,, €[0,1].

Eran 3. 3aiexHicTh SKOCTI €KCTPAKIIii BiJl MOZIEI CTae apryMEHTOM Ha KOPHCTh BUOOPY MoneIb-crieudiy-
HOT cTpaTudikalii 3a cKIaaHicTIo. J{JIs1 KOXKHOT MOJIelli BU3HAYAOTHCS 1HAMBITyalibHI mopory. Takuii miaxin 3a6e3-
Megy€e MOXJINBICTD 3aCTOCYBAHHS METOY JI0 HOBHX MOJIENICH Ha TOMY CaMOMY KOPITyCi JOKyMEHTIB.

[Toporu KiaciB BCTaHOBIIOIOTHCS BUXO/SYH 3 IPAKTUYHOTO MPU3HAYEHHS KOXKHOTO KJIaCy B KOHTEKCTi BUOOPY
cTparerii 00poOKH TOKyMEHTiB. Po3IisiaroThest Tpy KaTeropii CKJIagHOCTI, IO BiAMOBINAIOTH Pi3HUM MiAX0qaM 10
eKCTpaKIii JaHUX:

— easy — JIOKyMEHTH AJIsl SKUX 0a30Buil zero-shot mijxifg 3a0e3mnedye cTabiIbHO BUCOKY SIKICTh €KCTPAKIIIT;

— hard — noxymeHTH siKi TOTpeOYyIOTh 3aCTOCYBaHHA MiJCUIEHUX CTpaTeriii abo, y KpaiiHiX BUIagKaX, py4-
HO1 00pOOKH;

— medium — nqokymeHTH ne 6a30BUil MiIXiq Moke OyTH HEIOCTATHIM, aje JOAATKOBI 3yCHiLIl (HAIpUKIa,
HaJIAIITYBaHHS IPOMITY) 3/1aTHI MiIBUIIUTH SIKICTh IO IPUXHATHOTO PiBHSL.

Ha ocHOBI aHami3y MpakTUYHHUX 3aCTOCYBaHb SKCTPAKIlii JAHUX Ta BPaxyBaHHs CTAHJAPTIB SKOCTI B 3a/1auax
MAaIIMHHOTO HABYAHHS BCTAHOBJICHO HACTYMHI Noporosi snavenns: 7, =0.85,7; , =0.70.

ard

JIJ1s KOXKHOT MOJIe)Ti 71 BUKOHY€EThCS Kiacudikaris 115 pe3yapraTiB eKCTpakilii 32 BCTAaHOBJICHHUMH ITOPOTaMU:
Easy, sxmoF1, >0.85

class,, (F1,,) =< Medium, sikmo0.70<F1, <0.85 4)
Hard, akmoF1,_ <0.70

PesynbraTomM BUKOHAHHS TPETHOTO €TAITy € OPMYBaHHS TPHOX HABYAIBHUX BUOIPOK IS 3a1a4i Kiracudikamii —
10 OfHiH /1 koxxHOT Mozieni. KoxkHa BuOipka ckimagaeThes 31 115 cmoctepexens, 1e MpeANKTOpaMH BUCTYAOTH 11
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OiHapHMX 03HAK CKIIaJHOCTI JoKyMeHTa C, , a iTbOBOIO 3MIHHOIO —KJIac CKIaaHOCTi class, € {Easy, Medium, Hard} s
BH3HAYCHUH HA OCHOBI IPAKTHYHO OOTPYHTOBAHHX MTOPOTiB.

Etan 4. [{ns po3B's3aHHs 3a1a4i 0araTokyiacoBoi kiacugikarii oOpaHo METOA JIOTiICTHYHOI perpecii 3 pery-
nsipu3aniero. BuOip 3yMOBJIEHUI HACTYITHUMU YHHHUKAMHU: 1HTEPIPETOBHICTh MOJIENI Yuepe3 Koe(illiEHTH BaroBUX
BHECKIB 03HAaK, CTaOiIBbHICTH pOOOTH Ha OOMEXEHHMX BHOIPKax, BiACYTHICTh CXWIBHOCTI 7O NEpEHABYAHHS IPU
HEBEJIHMKIHM KUTbKOCTI IPEAUKTOPIB, 1eTEPMIHOBAHICTh PE3YyJIBTATIB.

Knacudikarrisi BUKOHY€ETbCS Y JIBa TIOCTIJIOBHUX €TAaIld: CIIOYATKy MPOBOAUTHCS CTaHAAPTH3AIlis BXIIHUX
O3HAK, MICISI YOro 3aCTOCOBYETHCS 0araTokiacoBa JIOTiCTHYHA perpecis. CraHmapTH3allis 3aCTOCOBYEThCS Oe3
LEHTPYBaHHS, OCKUIbKK OiHapHI O3HaKM MaloTh (ikcoBaHuit niamaszoH [0,1]. JloricTuuHa perpecis HajJamToBaHA
3 mapameTpamu: cxema "omuH npoty pemtu” (multi_class='ovr'), 36anmancoBaHi BaroBi koe(imieHTH kiacis (class
weight='balanced') ms kommneHcanii HEPIBHOMIPHOTO PO3MOALTY CIOCTEPEKEHb, 00paHa MaKCHMaJIbHA KiTBbKIiCTh
itepariit 2000 11 rapaHTOBaHOT 301KHOCTI ONTHUMI3aIli.

1 06'eKTUBHOT OIIHKH SIKOCTI Kitacuikallii 3acTocoBaHo cTpaTu(ikoBaHy nepexpecHy Bamiaanito (stratified
k-fold cross-validation). KinbkicTb (onaiB BusHaua€eTbCs afanTuBHO: k =min(5,n,,, ), A€ 1y, — o0OcAr HaliMeH-
IIOTO KJTacy y BUOIpIi MOJEi.

JI1s o1liHIOBaHHSI STIKOCTI KJTacH(iKarlii BHKOPHCTOBYIOTHCS HACTYIHI METPUKH: 3arajibHa TOYHICTh (accuracy)
Fl-mipa a1 KO)XHOTO KJTacy OKpeMmo, Makpoycepennena Fl- -mipa (macro-averaged F1), 30amancoBana TOYHICTh
(balanced accuracy), 1o BpaxoBye HEpIBHOMIPHICTB KJIACiB Yepe3 yeepeTHEHHS YaCTKH MPaBIIIbHUX KiIacH(iKarii
y KOXKHOMY KJIaci.

PesynbraToM BUKOHAHHS YETBEPTOTO €TAIY € HABUCHI KIACH(PIKATOPH — IT0 OJHOMY ISl KOYKHOI BEJTMKOT MOB-
HOT MOJIeJTi — IO JTO3BOJISIOTH 32 BeKTopoM 11 OGiHapHHMX O3HAK JOKyMEHTA aBTOMAaTWUYHO BHU3HAYATH OYiKyBaHHM
KJIac CKJIaTHOCTI Horo 0OpoOku. Lli kimacudikaTtopu IHTErpYIOTHCS B CHCTEMY MapIIPyTH3aLii JOKYMEHTOIIOTOKIB,
Jie Ha OCHOBI MepeadaveHoro KJiacy MpUAMAEThCs PIllIEHHS MPO 3aCTOCyBaHHS 0a30BOi (zero-shot), migcuineHol
(few-shot) abo ampTepHATUBHOT CTpATETil eKCTPAKII] TaHUX.

Jis KOXKHOT 3 TphOX JociipkeHnX MoBHUX Moxeiei (GPT-4.1-nano, GPT-40-mini, Gemini-1.5-flash) moGy-
JIOBaHO OKpeMHil kiacuikaTop Ha OCHOBI OaraTokjacoBoi JorictuuHoi perpecii. Kiacudikarop npencrasieHo
Ha0OPOM YHCIIOBUX KOE(IIIEHTIB, IO BU3HAYAIOTh BaroBi BHECKH KOXKHOI 3 11 OiHApHUX O3HAK CKJIAIHOCTI JOKY-
MEHTa Y BU3HAYCHHS KJIacy.

Hexait x = (xl,xz,. . .,x“) — BeKTOp OiHapHHUX O3HAK CKJIAJHOCTI JOKYMEHTa, JIe X, € {0,1} BiATIOBIiga€ HasB-
HOCTI a00 BiICYyTHOCTI J -1 XapaKTEPUCTHKH CKIIQJHOCTI. JIJIs1 KOXKHOTO KIacy k € {Easy, Medium, Hard} o0uuncIIo-
€ThC JIIHIIIHA KOMOIHAL[ig O3HAK:

11
X):wk0+Zwkj-xj Q)
=

Je W,, — BUIBHUI WIEH I KIacy k , a Wy, — BaroBUil KOeQIIiEHT j -1 O3HAKM I KJacy K .
VIMOBipHICTh IPUHATICKHOCTI TOKYMEHTA J0 KJIACY K BH3HAYAETHCS JOTICTHYHOIO (PYHKII€I0 (CUTMOITO0I0):

p(x)=0(z,(x))= 1 (6)

1+exp {—zk (x)}
[Tependavenuii KJ1ac CKJIAHOCTI BU3HAYAETHCS SK:

y(x)=argmax, p, (x) (7)
Eran S. Jiist 1oKyMeHTa Ki1acy ¢ 3 iCTUHHOIO CKIIA/IHICTIO C,,,, Ta NEPEAdAICHOI0 CKIAHICTIO €, MaTeMa-
TUYHE CTIO/IIBaHHS BTPAT BiJl IOMIJIKOBOT KJIacU(iKaIii 00UMCIIOETHCS 32 (HOPMYIIOIO:

E[COSt ZZP( prgdc[rue) L(Ctrue’cpred) ’ (8)

Cirue Cpred

Ie L( Cproe> md) — (YHKIIS BTpaT, [0 BU3HAYa€ KPUTHYHICTH MOMIIIKOBOI Kiacudikarii. KoHkperTHi 3Ha-
YyeHHA 1i€l QyHKIiT BU3HAYAI0ThCA BUMOTaMH KOHKPETHOI IPUKJIaAHOI 3a1aui.

VY nomanpmoMy mpUiiMaeMO KOHCEPBaTHBHE NPHITYIICHHS: MPOITYCK HOMMJIKH KOIITYE CYTTEBO JOPOXKIE 32
3aliBy MepeBipKy, TOMY HOKyMeHTH Kiacy Easy o0pobmisiemo aBromarnyHo, a Medium 1 Hard — mignsiraroTs excriept-
Hill Bepudikarii.

Ha ocHOBI marpuili HEBIAMOBIHOCTEH, IO OTpUMaHa Ha eTami 4, po3paxOBYIOTbCA YacTOTAa KPUTHUUHHUX
MTOMIJIOK T YacTOTa HA/JTHIIKOBHUX ITEPEBIPOK:

FN, asy
critical = — (9)
N Medium + N Hard
F P Easy
Predundanl = N (10)

Easy
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AHani3 Ta 00roBopeHHsI pe3yJbTaTiB J0CJHiAKeHHs. Pe3ynbTatoM NOCHiDKEHHS € po3poOeHui MeTox
aBTOMAaTH4HOI KIacudikanii JOKyMEHTIB 3a CKJIQAHICTIO €KCTPAKIii JaHUX BEIUKUMH MOBHUMH MopemsMu. Lleit
METOJ] peaji30BaHo 3 BAKOPUCTAHHIM MAaTeMAaTHYHOI MOJIEI, 1[0 MPUIMAE Ha BXiJ MPOoQiib CKIaTHOCTI JOKYMEHTA
Ta MoBepTae nependadyBaHuil Kiac cKiIagHOCTi 00poOku. Huxue HaBeneHo aHami3 pe3ysbTariB, 0 OTPUMaHi Ha
MPOMDKHHX €Tarax Ta B XOi eKCIIEPUMEHTAIFHOTO JOCITIHKCHHS.

ITicist 3aBepieHHs APYTOTo eTarmy O0yJ0 MPOBEJACHO OLIHKY 3B’ 13Ky MK 11 OiHApHUMH KPUTEPIAMH CKJIal-
HOCTI Ta MeTpuKor0 F1,  3a IomomMororo moiHT-6icepianbHUX KoedimieHTiB Kopesii. 3araaoM cuia 3B 3Ky OITi-
HIOETHCS K MMOMipHa. BIJTMB KpHUTEPiiB CKIIAQTHOCTI Ha SKICTh €KCTPAKIIl HaBeZeHO B (Tabi. 2).

Tabnurs 2
BnumB kpuTepiiB CKIaJHOCTI HA AIKiCTh eKCTpaKmil
Kpurepiii GPT-do-mini | GPT-4.1-nano| Gemini 1.5 Flash | Cepemnc|r| | . ceg::;m -
contextual dependencies -0.553 -0.546 -0.581 0.560 1
unlabeled data -0.563 -0.476 -0.598 0.546 2
spanning_data -0.430 -0.462 -0.449 0.447 3
compound cells -0.335 -0.397 -0.391 0.374 4
header data mismatch -0.364 -0.265 -0.463 0.364 5
implicit_structure -0.429 -0.260 -0.357 0.349 6
ambiguous_fields -0.258 -0.297 -0.469 0.341 7
requires_calculations -0.131 -0.330 -0.277 0.246 8
dense listing -0.196 -0.282 -0.192 0.223 9
multilingual content 0.000 -0.164 -0.283 0.149 10
multiline records -0.089 -0.134 -0.170 0.131 11

VY (Tab:1. 3) HaBeeHO eMITIPUYHUI PO3IOILT TOKYMEHTIB 3a KJIacaMH CKJIaTHOCTI JIJIsl KOYKHOT BETMKOT MOBHOT
mopeni. Kiacu copmoBaHo 3a ikcoBaHuME oporamu (3rifiHo 3 (4)). Po3noainu BigoOpaxaroTh peaibHy Pi3HHILIIO
y MOBEIHII MOJIENIei Ha OMHOMY i TOMY CaMOMY KOPITYCi.

Tabmums 3
Po3moxis 3a k1acaMu CKJIQTHOCTI Ta XapaKTEPUCTUKHU SIKOCTi
Moneab Kaac N % Hiamazon F1 Cepenne Std
Easy 49 42.6% 0.856-0.965 0.903 0.036
GPT-4.1-nano Medium 54 47.0% 0.714-0.849 0.797 0.039
Hard 12 10.4% 0.504-0.681 0.633 0.061
Easy 62 53.9% 0.854-0.965 0.910 0.036
GPT-40-mini Medium 43 37.4% 0.705-0.850 0.784 0.036
Hard 10 8.7% 0.495-0.690 0.627 0.073
Easy 88 76.5% 0.855-0.993 0.921 0.036
Gemini-1.5-flash Medium 25 21.7% 0.774-0.850 0.816 0.019
Hard 2 1.7% 0.673-0.680 0.677 0.004

Po3monin JOKyMEHTIB 0 KJIacax CYTTEBO BiIPI3HAETHCS MiK MOACISIMU IIPH 3aCTOCYBaHHI OJHAKOBHUX ITOPO-
TOBUX 3HAYEHB, 1[0 MIATBEP/UKYE PI3HHUITIO B X MOXKIUBOCTAX 00pOOKH TOKYMeHTiB. Mojaens Gemini IEMOHCTpPYE
HaiiOinbpnry gactky Easy-nokymenTiB (76.5%), mo BKkasye Ha i BUCOKY e(DeKTHBHICTH U JaHOTO Kopirycy. Haro-
MicTb GPT-4.1-nano xmacudikye mmmre 42.6% nokymeHTiB sik Easy, mpu mpoMy Maiike ITOJIOBHHA TOKYMEHTIB
(47.0%) motparuisie mo xiracy Medium, 1o CBiAYUTH PO ORI MHUPOKUH iama3oH CKIAAHOCTI 00poOKy Ay miel
MOJIEI.

Oco0OnuBy yBary npuseprae kiac Hard mst mopeni Gemini: iiumie 2 nokymeHTH (1.7%) IeMOHCTPYIOTH SIKICTh
ekctpakuii Hmxae nopory 0.70. Taka mana BuOipka 0OMexXye CTaTUCTUUHY HAIIHHICTh XapaKTEPUCTHK IbOTO KJIACy
g ganoi moneni (std=0.004 Ha OCHOBI BOX CIIOCTEPEKEHb ), IPOTE MiATBEPDKYE 3araibHy BUCOKY €()eKTUBHICTD
Gemini Jy1st 00pOOKHM JOKYMEHTIB TIPEJICTABICHOTO KOPITYCY.

V (Tabmn. 4) HaBeACHO PO3MO/IIT CIIOCTEPEIKEHD 3a KJIACaMH CKIIAIHOCTI.

HepiBHOMIpHUH pO3MOIiN KiIaciB BUHMKAE BHACIIIOK 3aCTOCYBaHHS (hiKCOBAaHUX MOPOTIB JO EMITIPUIHHUX
PO3MOALIIB SIKOCTI €KCTPAKIIiT, 0 CYTTEBO BIAPI3HAIOTHCA MK MoxersiMu. J[ist moneni Gemini knac Hard nmpen-
CTaBIICHUH JIUIIIE JBOMA CITIOCTEPEIKEHHIMH, 10 OOMEKY€E CTATUCTHYHY HAJIMHICTh OLIHOK SKOCTI Kiach(ikarii
JUTS TTHOTO Ki1acy. MeTpHKH SIKOCTI Kitacudikalii HaBeneHi B (Tadim. 5).
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Tabnuus 4
Po3nonin cniocTepesxeHb 3a KJIacaMu CKJIATHOCTI

Mopean Easy Medium Hard KiabkicTs ¢oaais
GPT-4.1-nano 49 54 12 5
GPT-40-mini 62 43 10 5
Gemini-1.5-flash 88 25 2 2

Tabmus 5
Metpuku sikocTi kiacudikauii (stratified k-fold CV)
. Balanced
Moaeanb Accuracy | F1 (Easy) F1 (Medium) F1 (Hard) F1 (macro) Accuracy
GPT-4.1-nano 0.704 0.800 0.704 0.370 0.625 0.632
GPT-40-mini 0.696 0.779 0.667 0.444 0.630 0.669
Gemini-1.5-flash 0.661 0.781 0.453 0.000 0.411 0.402

Krnacugikaropu 1eMOHCTPYIOTh 3aJOBUTBHY 3araibHy TOUHICTH (66 — 70%), mpoTe SKICTh pO3Mi3HABaHHS
knacy Hard cyrreBo Hrkua mopiBHsiHO 3 Easy Ta Medium. [Iis moneni Gemini F1-mipa knacy Hard mpopiBHroe
HYJIIO, IO BijoOpajkae HEMOXIIMBICTh HAIIHHOTO HABYAHHS Ha JIBOX CIIOCTEpEKeHHAX. MakpoycepeaneHa F1-mipa
Bapiroe Big 0.411 (Gemini) mo 0.630 (GPT-40-mini), 1o Bka3ye Ha OMipHY SIKICTh KJIacH]iKallii 3a yMOB oOMexKe-
HOTO0 00CSTy HaBYaJIbHUX JAHUX Ta HEPIBHOMIPHOTO PO3IOALTY KIIaCiB.

Jetansuuii ananiz nomuiok knacugikarii s moneni GPT-40-mini Hagano y (Tabmn. 6) (MaTpulls HEBiANo-
BiIHOCTEH, confusion matrix).

Tabaurs 6
Marpuus HeBignoBinnocreii 111 GPT-40-mini (OOF nependauenns)
Iependaueno Easy IMependaueno Medium Iependaueno Hard
@daxtuynuii Easy 44 14 4
®dakrrunnii Medium 6 30 7
®dakrnunnii Hard 1 3 6

AHaJi3 MaTpuIli CBITYMTh PO THUITOBUH MaTtepH moMuiok. Knacudikarop cXuIbHUN HETOOI[IHIOBATH CKJIal-
HIiCTh (MOMHMIIKOBaA Kiacudikailisi Medium sik Easy 3yctpiyaeTnhcs gacTimie, Hixk repeortinka). Jlis kiacy Hard cro-
CTepIiraeThCs 3HAUHA YacTKa MOMUJIKOBUX BIJIHECEHB JIO CYCIJIHIX KJIAaciB uepe3 MaJMid 00CAT HaBYaIbHOT BUOIpKU
IBOTO KJIacy.

KoeimienTtn noricTuyHO1 perpecii T03BOMISIOTH KiJIBKICHO OIIHUTH BHECOK KOXKHOT 03HAKH y KiIacudikamiro.
[NopiBHSIHHS KoedilieHTIB MiX MOJEISIMH [IOKA3y€ y3TOMKEHICTh y BU3HAUCHHI KPUTHYHUX (DaKTOPiB CKIATHOCTI.
Osnaku compound_cells, dense listing Ta contextual dependencies cTabinbHO AEMOHCTPYIOTH BUCOKI aOCONIOTHI
3HAUCHHs KOe(Qili€HTIB IS BCIX TPhOX apXiTekTyp LLM.

OtpumaHi knacudikaropu 3ab6e3nedyoTs 6a30BUN PiBEHb aBTOMAaTH3allii BU3HAYSHHS CKJIAAHOCTI JOKyMEH-
TiB, JOCTATHIH IS MPaKTHYHOTO BIPOBADKEHHS TU(PEPEHIIIHOBAaHUX CTpaTerii 00pooku. BogHouac ciig BpaxoBy-
BaTH HACTYIHI OOMEXCHHS METOLY.

ITo-mepie, oOMexeHunii oocsr BuOipku kinacy Hard (ocobmuBo mis Mmoneni Gemini: 2 COCTEPEIKSHHS ) TIPH-
3BOJIUTSH JIO HU3BKOT CTATHCTUYHOT HAMIMHOCTI METPHUK SIKOCTI Jyis boro Kiacy. Ominku F1-mipu ans Hard xapakre-
PHU3YIOTBCS BUCOKOIO JIUCIIEPCIEI0 Ta MOXKYTh HE BiIOOpaskaTH CIPaBKHbBOI 3aTHOCTI KiacudikaTtopa po3Ii3HaBaTH
CKJIaJHI JOKYMEHTH Ha IIUPIINX KOPITyCax.

[To-mpyre, BUKOpUCTAaHHS OiHAPHUX O3HAK CHPOIIYE MPOLEAYPY PO3MITKH JOKYMEHTIB, IPOTE HE TO3BOJISIE
BPaxoBYBaTH Trpajallii MposBy XapaKTEPUCTHUK CKIaIHOCTi. JIOKyMEHTH 3 OJHAKOBUMH OiHApHUMHU TpOQLIIMU
MOXYTb CYTT€BO BiJpi3HATHUCS 32 (DAKTHYHOIO CKJIAIHICTIO 0OpOOKH.

ITo-tpere, 3acrocyBanns ¢ikcoBanux noporis (0.70 ta 0.85) mia hopmyBaHHS Ki1aciB MPU3BOAUTH J0 HEPiB-
HOMIPHOTO PO3IOITY CHOCTEPEXKEHb, 0 00Mexye e(dEeKTUBHICTh HaBYaHHS KiacH]iKaTopiB Ha MiHOPUTapHHUX
KJIacax.

Busnauenns 11 OiHapHUX 03HAK CKIATHOCTI JOKYMEHTA MOKE OyTH ABTOMATH30BAHE [IUITXOM 3aCTOCYBaHHS
QITOPUTMIB CTPYKTYPHOTO aHaNi3y AOKyMeHTiB. Ha mpakTumi s Kiacugikaiii HOBOro JOKYMEHTY HE0OXiTHO
BH3HAYHUTH BEKTOP HOTO OiHApHUX O03HAK CKIIAIHOCTI, 3aCTOCYBATH (POPMYJIH BHIIE 3 BiIIOBITHUM HA0OPOM Koedi-
LIE€HTIB Ta OTPUMATH Mepe0adeHU Kilac 1 peKOMEHIAIIII0 MO0 CTpaTerii 00poOKH.

BucHoBKM Ta nepcneKTUBH NOAAJIBIINX A0C/iAKeHb. B po6oTi Bnepiie oTpuMaHo eMIipuyHO 00TpyHTO-
BaHy cucTeMy Kiacu(ikailii JOKyMEHTIB 33 CKJIQHICTIO 1X aBTOMaTHYHOI 00OpOOKH BEIIMKMMH MOBHUMH MOJICTISIMH,
Jie IIIIbOBOIO 3MIHHOIO € OYiKyBaHa SIKICTh €KCTPaKIii, BUMipsiHa uepe3 MeTpuky F1.
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YnockoHaneHO METONMKY OI[IHIOBAHHS SIKOCTI €KCTPAKI[ii Cl1abOCTPYKTYpPOBaHHUX AAHUX 4Yepe3 pO3pPOOKY
KOMIIO3UTHOI METPUKH Ha PiBHI JOKyMEHTA, 1110 BPAXOBYE SIKiCTh 0OPOOKH Pi3HUX CEMAHTHYHUX KOMIIOHEHTIB 3 BifI-
TOBITHUMU BaroBUMU KoeillieHTamH.

Po3pobienuii MeTon CTBOPIOE OCHOBY [JIsl aBTOMAaTU30BAaHOTO MPHHUHATTS pillleHb mpo BuOip crparerii
00poOKH TOKYMEHTIB Y BUpOOHUYUX cucTeMax. KitacudikaTop 103BoIsi€ Ha eTari HaJXOMKEeHHS JOKYMEHTA Mepe-
0aunTH OYiKyBaHY SIKICTh HOTO aBTOMAaTHYHOI 0OpOOKH Ta 0OpaTH ONTHMANBHY CTPATETiIO: MOBHA aBTOMATH3aIlis
JUTS IOKYMEHTIB Kiacy Easy, ekcrieptHa nepeipka ais kinaciB Medium Ta Hard.

Merton arrpoboBaHO Ha KOpITyci 3 115 CHHTETUYHUX JUTOBUX IOKYMEHTIB 3 CHCTEMaTHYHO BapiiiOBAaHUMH Xapak-
TEPUCTUKAMH CKJIATHOCTI. Pe3ynsrary eKcriepuMeHTiB TiITBEPIKYIOTh CTATUCTUYHO 3HAUYIIHN 3B'I30K MiXK (opMa-
J130BaHMMH O3HAKAMH CKIIQJIHOCTI Ta SAKICTIO €KCTPAKIIIT TaHUX JUIS TPhOX CYYACHUX apXiTEKTyp MOBHUX MOJICIIECH.

[TepcieKTHBH MOAATBIINX AOCIIIKCHB OB'S3aHi 3 KITBKOMa HaIlpsIMaMH PO3BUTKY 3aIIPOIIOHOBAHOTO METOLY.
IHTerpanis HemepepBHUX KiNBbKICHUX XapaKTEPUCTHUK JOKYMEHTIB IOPS[ 3 OiHApHUMH 03HAKAMH MOXKE ITiIBUIUTH
TOYHICTbH KyIacu(ikarii. JIo Takux XapakTepUCTHK HaJeXKaTh: MIIJIBHICTh TEKCTOBOI iH(OpMaIlil Ha CTOPIHLI, Kilb-
KiCTh TaOJIMYHKX €JIEMEHTIB, CIIIBBITHOIIEHHS CTPYKTYPOBAaHUX Ta HECTPYKTYPOBaHUX (PparMeHTiB.

Bamninarnis MeToy Ha IOKyMEHTaX 1HIIMX KJIACiB JO3BOJIUTH OI[IHUTH YHIBEPCAIBHICTh 3alPOIIOHOBAHOT CHC-
TEMH O3HAaK Ta BUSABUTH Crielu}iuHi (HakTopu CKIAIHOCTI U Pi3HAX MPEAMETHUX 00JacTei.

ITepeBipka kimacu(ikaTopiB Ha HOBHX apXiTEKTypaX MOBHHX MOJEJEH, 10 3'SBIATHCS IMICIs 3aBEePIICHHS
IHOTO JIOCJTIJKEHHS, 3a0€3MeUUTh OIIHKY TEMIIOPAJbHOI CTa0lIBHOCTI Pe3yNIbTaTiB Ta BUSBUTH NOTPeOy B Iepio-
IIYHOMY TIepeHaNIAIlTYBaHHI MOJIEIIEeH.

[ToOymoBa okpemMux KiIacu(ikaTopiB IS MiJIMHOKHAH JOKYMEHTIB 3 IOMiHYBaHHSIM IIEBHUX THITIB CKJIaIHOCTI
(Hanpuknaz, 6araTOMOBHI TOKYMEHTH, JOKYMEHTH 3 MaTpPHYHHMHU CTPYKTYpaMH) MOKe 3a0e3MeUnTH BHUILY TOY-
HIiCTh Tepen0adeHpb y IOPIBHAHHI 3 €IMHOIO YHIBEPCATBHOIO MOJEILIIO.
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