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HEWPOMEPEXEBA MOJIEJIb IPOTHO3YBAHHS PIBHSI PU3UKY IMILTIAHTAIIMHOI'O
JIKYBAHHSA NANIE€HTIB I3 HATOJIOI'IEIO HIJIYHKOBO-CTPABOXIJIHOT'O 3’°€IHAHHSA

Y cmammi npedcmagneno mamemamuury mMooens nPOSHO3YB8AHHS. PIGHS PUSUKY MONCIUBOCHIE IMRIAHMAYTT mepanesmuyHux
IPUCIPOI8 Y NAYIEHMIB [3 NAMONOZIEI WIYHKOBO-CIMPABOXIOH020 3 €OHAHHS HA OCHOSI WIMYUHOT HelpoHHOIL Mepexci muny baza-
mowaposozo nepyenmpona (Multilayer Perceptron, MLP). Mooens inmeepye 15 Kniniunux, eHOOCKORIMHUX Ma MOPDOMEMPULHUX
NOKA3HUKIB, WO 6I000padiCcaiomb K (QYHKYIOHAIbHULL CIAH CIPABOX00y, MAaK i CIMpYKmypHi 3MiHu ciu3060i obononku. [[is nooy-
008U MOOeTi BUKOpUCMAaHo eubipky 3 558 cnocmepedcerv (401 — naguanvHa, 157 — mecmosa), wo 3a6e3neuuno cmamucmuyHo
00CmOBIpHY OYIHKY ii npoeHocmuunoi eghexmusrocmi. Apximexmypa mepedxci exkiroyae exionuil wiap i3 50 napamempig (nicas
KOOYBAHHSL 3MIHHUX), OOUH NPUXOBAHULL Widp 13 7 HEUPOHAMU MA BUXTOHULL wiap 13 5 y31is, AKI 8ionosioaomy pigHsam pusuxy (0—4).
Haguannsi 30iichio8anocs Memooom 360pOMHO20 PO3NOBCIO0 CEHHS NOMUTKY 3 8ukopucmannsm onmumizamopa Scaled Conjugate
Gradient. Modenv npooemoncmpysana Ha036UYaliHO BUCOKY moyHicmb kiacugikayii — 99,8 % ona nasuanvroi ma 99,4 % ona
mecmosoi 6ubIpox, npu yvomy 3Hauenuss nrowyi nio ROC-kpusumu (AUC) 0na xoxcHozo knacy cmanogunu 1. Taxa cmabinvnicms
C8I0YUMb NPO GIOCYMHICMb NEPEHAGYAHHS MA BUCOKY Y3A2aNbHIOBATbHY 30amHicmb Modeni. Hatibinvwuii enecox y ghopmysanus
NPOCHO3Y MAIOMb MOPGHOMEMPUYHT NAPAMEMPY, WO XAPAKMepu3yIoms CHyRiHb NPOIA0YBAHHS WTYHKA 8 CIPABOXIO, NOKAZHUKU
OlaghpaemanbHo2o 38YHceHH MA PO3MAULYSAHHS Z-TIHIL, A MAKONC eHOOCKONIYHI O3HAKU YPANCEHHS CTU30801 — HAAGHICMb epo3ill
i 8Upasox, exkpumux cemamurom. Ompumani peynomanu 0eMoHCMpYIonb NOMEHYIAN HetPOMePexHce8020 nioxo0y Ons A8MoMamu-
306aHOI cmpamugikayii nayienmie 3a pignem pusuKy ma o6IPYHMOBAH020 8UOOPY IHMEPSEHYIHUX cmpameeiil (30Kpema IMNIAH-
mayii cucmem Bravo, JSPH-1, BEST Capsule, EndoStim mowo). 3anpononosana mooeins Modtce cmamu 0CHO8010 Ok CMBOPEHHS.
IHMeNeKmyanbHoi cucmemy NIOMPUMKY KIIHIYHUX PileHb, Wo NIO8UWYE MOUHICMYb 0IA2HOCIMUKY, CHPUAE NePCoHANi3ayii TiKy-
BAHMA MA SHUNCYE PUSUKU HEOOTPYHMOBAHUX THBASUBHUX BMPYUAHD Y 2ACMPOEHMEPONOLTYHIL NPAKMUYI.

KitiouoBi croa: 6aeamouiaposuii nepyenmpon, wmyuna HetipoHna mepedicd, Kiacugiikayis, KiiHiune npoeHo3y8amHs,
EHOOCKONIUHI NOKA3HUKY, PUSUK IMILAHMAY].

Halushko O. 1. Neural network model for predicting risk level of implantation treatment in patients with gastroesophageal
Jjunction pathology

The article presents a mathematical model for predicting the risk level of potential therapeutic device implantation in
patients with gastroesophageal junction pathology, based on a multilayer perceptron (MLP) artificial neural network. The model
integrates 15 clinical, endoscopic, and morphometric indicators reflecting both the functional state of the esophagus and struc-
tural changes in the mucosa. The model was developed using a dataset of 558 observations (401 for training, 157 for testing),
ensuring a statistically reliable assessment of its predictive performance.

The network architecture includes an input layer with 50 parameters (after variable encoding), a single hidden layer with
7 neurons, and an output layer with 5 nodes corresponding to risk levels (0—4). Training was performed using the backpropaga-
tion algorithm with the Scaled Conjugate Gradient optimizer. The model demonstrated extremely high classification accuracy
—99.8 % for the training set and 99.4 % for the test set, with the area under the ROC curves (AUC) for each class equal to 1.
Such stability indicates the absence of overfitting and high generalization ability of the model.

The greatest contribution to the prediction comes from morphometric parameters characterizing the degree of gastric
prolapse into the esophagus, diaphragmatic constriction indices, and the position of the Z-line, as well as endoscopic features of
mucosal damage, including the presence of erosions and ulcers covered with hematin. The results demonstrate the potential of
the neural network approach for automated patient stratification by risk level and informed selection of interventional strategies
(including the implantation of Bravo, JSPH-1, BEST Capsule, EndoStim systems, etc.).

The proposed model could serve as a foundation for the development of an intelligent clinical decision support system,
improving diagnostic accuracy, enabling personalized treatment, and reducing the risks of unjustified invasive interventions in
gastroenterological practice.

Key words: multilayer perceptron, artificial neural network, classification, clinical prediction, endoscopic indicators,
implantation risk.
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ocTranoBka npodjaemu. OJHUM i3 KIIIOYOBUX HANPSAMIB Cy4acHOI MPUKIIAJHOT MaTEMaTHKH € PO3POOIICHHS
MaTeMaTHYHUX MOJEJICH sl aHajli3y, MPOTHO3YBAHHA Ta MiATPUMKU NPUHHATTS PIlIEHb Y MEIUYHUX CUCTEMAX, €
BHXIi/IHI J]aHi MalOTh 3MilllaHy MPUPOAY (KUIbKICHI, SIKICHI, MOPAIKOBI 3MiHH1) Ta XapakTepU3YIOThCS CKIaTHUMHU
HENHIMHUMHU B3a€MO3B’si3kaMu. OcoOIMBOI aKTyaJIbHOCTI 1Lie HaOyBa€ MpH MOJENIOBaHHI KITIHIYHHX MPOLECIB,
OB’ SI3aHMX 13 MATOJNOTI€0 TYHKOBO-CTPABOXITHOTO 3’ €THAHHS, JIe TPAIUIIIHI CTATUCTHYHI METOIH (JUCKPUMI-
HAHTHUH aHaJi3, JOTiCTHYHA PErpecisl TOIIO) YaCTO BHSBIAIOTHCS HEMOCTATHRO €(PEKTUBHIMH Yepe3 HEBUKOHAHHS
MIPUITYIIEHB JIIHIHHOCTI, HOPMAJIBHOCTI PO3MOJIIY Ta 1H.

3amava Kiracudikamii mamieHTiB 3a piBHEM PH3UKY PO3BUTKY YCKJIaJHEHb a00 HEOOXiTHOCTI iMIUTaHTAIii
MEINYHUX MIPUCTPOIB € OATaTOBIMIPHOIO Ta CTOXaCTHYHOIO 33 CBOEIO MPHUPOIoI0. BoHa BiMarae moOymoBH anro-
PHUTMIB, 3IaTHUX JIO0 allpOKCUMAIIii CKIaHUX (QYHKIIH pO3MOALTY O3HAK y OaraToBUMipHOMY IIPOCTOPi Ta J0 y3a-
raJIbHEHHs] Ha HOBHX JIaHUX. 3 MaTeMaTHYHOI TOYKH 30Dy i€ BiAMOBiIae 3a1a4i moOynoBH (yHKI[IOHATBHOTO BiJIO-
OpakeHHS, SIKe MiHIMi3ye (YHKIIiI0 TOMIIKY KiIacuikariii abo Kpoc-eHTPOIIMHUX BTPAT HA MHOXKHHI HAaBYAJIBHUX
CIIOCTEPEIKEHbD.

3acrocyBaHHS IITYYHUX HEHPOHHHUX MEPEXK, 30KpeMa OaratoriapoBoro nepuentpona (Multilayer Perceptron,
MLP), no3Boinsie peanidyBaTH IIO 3a7aqy 3a paXyHOK MOOYIOBM HeNiHIMHHX BigoOpakeHb, L0 y3arajibHIOIOTh
iH(pOpMAIIifO MiXK BX1THIMH MapaMeTpaMu pizHol npupoau. OQHAK MPaKTUYHA Peati3alis TaKUX MOJeIIeH y MeIud-
HUX 3aJa4ax noTpedye: GopMaizaiii CTpyKTypH MOJEII 3 ypaxyBaHHSIM OOMEKEHOro oO0CATY KIIHIYHHUX JaHUX;
BHOOPY aJIeKBaTHOTO JITOPUTMY ONTHMI3allii, SKuid 3a0e3nedye 301KHICTh NPU CKIAJHIA QYHKIIT BTpaT; aHaTi3y
CTabIIBbHOCTI Ta y3arajJbHIOBAIBHOT 3IATHOCTI MOJIENI HA HE3AJIC)KHHUX BHOIpKaX.

TakuM YUHOM, MaTeMaTHYHA TIOCTAHOBKA JTOCIIIJHKECHHS TIOJISTae y TOOY/I0BI, MapaMeTpHUHIN imeHTrdIKamii
Ta OLIHIOBaHHI e()eKTMBHOCTI HelipomepeskeBoi Mozeni Tury MLP, sika iHTerpye KIIiHIUHI, eHIOCKOMIUHI Ta MOp-
(hoMeTpHUHI MOKA3HUKH AJISI IPOTHO3YBAHHS TPYI PUUKY IS TIKyBaJIbHOT IMIUIAHTAILi] y TAIli€HTIB 13 MaTOIOTIEI0
[UTYHKOBO-CTPaBOX1IHOTO 3’ €JHAHHSA. 3 MPAKTUYHOTO OOKY 1€ CIIPSMOBAHO Ha CTBOPEHHS 00UHCITIOBAILHO edek-
TUBHOTO 1HCTPYMEHTY MPOTHO3HOI aHANITHKH, @ 3 MAaTEMaTUYHOTO — Ha pO3POOJICHHS Ta AOCTIIKEHHS BIaCTUBOC-
Tell HemiHiMHOT KiacudikaniitHol GyHKLIT, ONTUMI30BaHOI 32 KPUTEPIEM KPOC-€HTPOMIHUX BTpaT.

AmHaJi3 ocTaHHIX JoCHiIzKeHb i myOsikaniii. 3a OCTaHHE ACCATWIITTS B IPUKJIAIHIA MEAUIIMHI Ta GioMoe-
JFOBAaHHI CIIOCTEPIraeThCs CTiKa TEHISHIIIS IO BIIPOBAHKEHHS METOIIB MAIIMHHOTO HABYAHHS, 30KpeMa IITYIHUX
HEHPOHHHUX MEPEX, IS 3a/1ad Kiacudikalii Ta MporHo3yBaHHS KIIHIYHUX Tofii. Hampukman, mocimimKkeHHs moKa-
3amu, mo MLP momeni MoXyTh e()eKTHBHO BHKOPHCTOBYBATHCS JJISI IIPOTHO3YBAHHS CEPIEBO-CYANHHHUX 3aXBO-
pIOBaHb 3a JIOMIOMOTOI0 onTUMi3alii riopuanoro aaropurmy MLP-PSO (Multilayer Perceptron 3 Particle Swarm
Optimization) i3 TouHicTIO TpUOIM3HO 84,6 % [1]. ¥V iHmOMY mocmimkeHHi MLP-monens Oyina 3actocoBaHa st
MIPOTHO3YBAHHS BIDKMBAHHS IAII€HTIB 3 IMIUIAHTOBAaHUMHM KapzioBepTepamu-nediopunsropamu (ICD/CRT-D)
1 TIOKa3aja mepeBary Haj KiacHuyHUMH MeTonamu [2]. Lli pesynbraru miaTBepIxkyoTh, o MLP migxomu mawoTh
MOTEHIiaI JJI11 MeIUYHUX 3a]1a4 i3 6araToBUMipHUMH O3HAKAMH Ta HEOTHOPIAHUMH THUIIAMU JTAHUX.

Y KOHTEKCTI TacTpOEHTEpOJIOorii, 30KpeMa MaToJorii HUTYHKOBO-CTPaBOXiAHOTO 3’€THAHHS, MAlllMHHE HaB-
YaHHA TakoX HaOyBae 3HaueHHs. Onran [3] neMOoHCTpye, 10 MOJeNi MATMHHOTO HaBYaHHS AOCATAIOTh TOUYHOCTI
80-90 % y 3amadax xmacudikamii pedIrOKCHUX 3aXBOPIOBAaHb Ta CYMYTHIX craHiB. Hanpukman, mocmimkeHHs [4]
nokazaio 100 % TouHicTs HelipoMepeki y HeBeNHKil BHOIpIIi 3 159 mamieHTiB MpH MiarHOCTHII racTpoe3odareab-
HOT pedumrokcHOT XBOpoOU. Y nociipkeHHI [S] BUKOpHUCTaHa HEHpOHHA Mepexka T aBTOMaTHYHOI Kiacudikairii 3a
Jloc-AHTKETIBCHKOIO ITKAJIO0 pediriokc-e30(arity 3 TOUHICTE 110 99,2 % Ha TpeHyBabHiN BUOipI. TakiuM 9uHOM,
ICHY€ TIEpEKOHJIMBE MIATPYHTS JUIS 3aCTOCYBaHHS HEMPOMEPEK Y 3a7a4ax, OMM3bKHX JI0 HalIoi: 6ararodakropHOro
MIPOTHO3YBAHHS KJITHIYHUX Ta MOP(OJIOTIYHUX CTaHiB.

[Ipote y myOmikamisix TakoX MiAKPECTIOIOTHCS BUKJIUKA Ta OOMEXEHHs: MpoOiieMa HEBEJIMKUX BUOIPOK,
OanmaHCyBaHHs KJIaciB, aJeKBATHE KOAYBAHHSA TMOPSAJKOBUX Ta HOMIHAJbHHMX 3MiHHHX, PU3HMK TEpCHABYAHHSA Ta
HEIOCTaTHS IHTEPIIPETOBAHICTh MOJIeNiell. Y cucTeMHOMY ozl [6] 3a3HadeHo, mo MLP-moneni xo4 1 oTpuManu
LIMPOKE 3aCTOCYBaHHS, ajie 3aIMIIAI0ThCSA YyTIMBUMHU IO MaJIOTO 00CATY IaHUX Ta MalOTh MPOOJIEMH i3 MOSCHIO-
BaJIbHOIO 3[ATHICTIO. Y cTaTTi [7] mpoaeMoHCTpoBaHo, 0 onTuMizauis MLP-apXiTekTypu 3HaYHO HiABHILYE ii
MPOAYKTHBHICTD Y “myMHHX” 1 HEeMHIMHUX Habopax KIMiHIYHUX JaHux. KpiM Toro, Xxo4ya 3acTOCyBaHHS HeHpoMe-
PEeX IS B1z[6opy MAIi€HTIB 10 IMIUTAaHTALiHHIX TPOLE/TYP MEHIIT p03p06neHe y cTarTi [8] akIeHTyeThCs yBara Ha
MOXITUBOCTI HerOMepexc JUIst TIPOTHO3Y BAHHST ycrnumocn IMIUTaHTAIlH (HaIPUKIIa] CTOMATOIOTIYHNX) 1 HAaroJo-
IIYETHCS BXKIIMBICTD IHTETPAIli] MOJENEH i3 KIIHITHOIO MTPAKTHUKOIO.

Takum YUHOM, HE3BAXKAIOUN HA 3HAYHHIN mporpec, HeoOXiHa O/ANbIIIa Il Tallis Ta BaIiIallist MoJesel came
y KOHTEKCTI IMILTAHTALITHAX MEMYHUX TPUCTPOIB, i3 ypaXyBaHHIM 0araTOBUMIPHUX JAaHHUX Ta KJIIHIYHAX BHMOT.

MeTtolo cTarTi € p03p061<a Ta MaTeMaTu4He OOIPyHTYBAaHHS HerOMepenceBm MoJIeTTi ISt TPOrHO3YBAHHST
piBHS PU3HKY MOXJTUBOCTI IMIUTAHTAITIT JIleBa.HbHI/IX MPUCTPOIB Y MAIiEHTIB 13 MaTOJIOTIEI0 MITYHKOBO- CTpaBOXIIl—
HOro 3’eiHaHHsA. Mozaenb 6a3yeTLc;1 Ha IHTerpamii KIiHIYHUX, eHAOCKOMIYHUX Ta MOP(HOMETPUYHUX TOKA3HHUKIB
MAII€HTIB i3 BUKOPUCTAHHIM apXiTeKTypH 0araTolapoBoro neprenTpoHa.

Buxksag ocHOBHOTO MaTepiay. Y JaHOMY JOCIHIDKEHHI MOOYJ0BaHO MaTeMaTHYHY MOJIEb Ha OCHOBI Oara-
TomapoBoro neprentpona (MLP), sika iHTerpye KJIiHI4HI, CHIOCKOMIYHI Ta MOP()OMETPUYIHI TOKa3HUKH MAI[IEHTIB
JUTS. TIPOTHO3YBaHHS PiBHSA PU3HMKY HEOOXiTHOCTI IMIUIAHTAI] JIarHOCTHYHHUX Ta/ab0 TepaneBTUYHHX MPHUCTPOIB,
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30kpema cuctem Bravo, JSPH-1, BEST Capsule, EndoStim amst ctTuMysisiiii HIXKHBOTO CTPaBOXiTHOTO ciHKTEpa,
a TaKOX KaICylTbHUX JaTYMKIB Smart nanowire Ta iH. y Malli€HTIB i3 MaTOJOTI€I0 HUTYHKOBO-CTPABOXiAHOTO 3 €I
HaHHs [9].

MeToro MOJIENIOBaHHS € MiJBUILEHHS TOYHOCTI Ta 00’ €KTUBHOCTI KJIIHIYHOTO NPUHHATTA PillIEHb HUISIXOM
ABTOMAaTHU30BaHOI OI[IHKHM PH3HUKY HA OCHOBI 0araTo(pakTOpHHUX BXITHUX JaHHX.

Jlis moOya0BHM Mozesli BUKOPUCTAHO 15 3MIHHMX, IO BiTOOpaXkarOTh SK KIIIHIYHI CHMIITOMH, TaK 1 MOp-
(hoJIOTIUHI XapaKTePUCTUKHA CTPABOXOMY Ta IUTYHKOBO-CTPABOXIJHOTO TNEPEXOAy: HASBHICTh TinepeMii CIU30BOi
B cyOKkapiaybHii ainsHi (OiHapHa 3MiHHA); CKapTy Ha Iedito (OiHapHa 3MiHHA); CKapry Ha BIIYTTS perypritarii
(6inapHa 3MiHHa); HasIBHICTB JIe(DeKTiB CIIM30BO1 Kiacu(ikoBaHux 3a JIoc-AHIKENIBChKOI0 KiIacu(DiKaIliero OIiHKA
pedirokc-e3odarity (opsaKoBa 3MiHHA); HAsIBHICTE epo3iil BKpUTHX (ibprHOM (OiHapHA 3MiHHA); HASIBHICTH €pO-
31l BKpUTHX reMaTuHOM (OiHapHa 3MiHHA); HAasBHICTh BHPa30K BKPUTHX (iOpuHOM (O6iHapHA 3MiHHA); HAasBHICTh
BHPA30K BKPUTUX reMaTuHOM (OiHapHa 3MiHHA); TOKa3HUK PO3TAIIyBaHHS Z-TiHii (KiTbKiCHA 3MiHHA); BUCOTA BEPX-
HBOTO CTPaBOXiAHOrO ciHkTepa (KibKiCHA 3MiHHA); MOKAa3HUK JAiadparManbHOro 3BY)KeHHA (KiNbKICHA 3MiHHA);
MMOKa3HUK BUCOTH MposiadyBaHHS LUTyHKa B CTPaBOXia a00 KaphiajbHy AUISHKY LUTyHKa (KiIbKICHA 3MiHHA); TIPO-
TSOKHICTB MTPOsIadyBaHHs (KUIbKICHA 3MiHHA); HAsBHICTb TilepeMii B HU)KHIN TPETHHI cTpaBoxoy (OiHapHa 3MiHHA);
KypiHHs (OiHApHA 3MiHHA).

Ha ocHoBi BHOIpKH 3 558 mamieHTiB €HJOCKOMIYHOTO BIIIUICHHS KOMYHAIBHOTO HEKOMEPIIIHHOTO ITiIpH-
emctBa «KipoBorpajceka obnacHa JikapHs KipoBorpagcbkoi o0macHO! paam» Ta iX KIIHIYHHX XapaKTEPHCTHK
(15 3MiHHUX) JiKapi 3MOIVIM BCTAHOBUTH PIBHI PH3WKY JJIS JIKYBalbHOI iMILIaHTamii. Byno BumiieHo 5 piBHIB
pusuky: 0 (BiICYTHIHM pU3UK) — KMOBIPHICTh PO3BUTKY YCKIIQJIHECHb MiHIManbHa; 1 (HU3bKUH PU3KK) — HMOBIpHICTH
YCKJIaJJHEHb MiHIMallbHa, HACIIAKH HE3HauHi, 100pe KOHTPOJIbOBaHi; 2 (cepenHiil pu3uK) — HMOBIPHICTh yCKIIa-
HEHb MOMIpHA; 3 (BHCOKHH PU3UK) — HMOBIpHICTh YCKJIAJHCHD MiJBUIICHA; 4 (KPUTHYHHUNA PU3HUK) — HMOBIPHICTh
YCKJIa[HEHb BUCOKA.

Just mobyaoBu MpeAuKTUBHOT Mozeni kiacudikaiii MalieHTiB 3a rpynaMu pU3HKY BUKOpHCTAaHO Oara-
TOIIAPOBUH NEPLENTPOH, peanizoBaHuil y craructudyHomy naketri IBM SPSS 3a nmomomoroio meronis Neural
Networks [10].

Mopenb HaJeKHUTh A0 KIacy ITYYHIX HEHPOHHUX MEepekK mpsMoro nomupenHs curaany (feedforward neural
networks), e Ko>KeH map 3’€IHaAHHUH JIUIIE i3 HACTYITHUM, a HABYAHHA 311HCHIOETHCS METOIOM 3BOPOTHOTO PO3IIOB-
cromxkeHHs nommikn (backpropagation).

VY namomy Bunaiaky maemo N =558 (i3 mmx N, =401 tpenysansai (72,1%), N,
(27,9%)). Iloznaunmo opuriHambHUN HaOip 03HAK (TIeper KOMyBaHHIM) K

=155 TectyBaybHI

est

~ ANV .
X :{x(')} i eD,
i=1

ne D wmictuts 3mitani Tunu (OiHapHi, MOPAIKOBI, KIJIBKICHI).

Hominansni/mopsakosi sMinHi C'; po30UTi Ha 1HIMKATOPHI 3MiHHI. 3ayBa)KMMO, [0 KUIBKICHI 3MiHHI 3 HEBe-
JINKOIO KUTBKICTIO YHIKAIBHUX 3HAUEHE 0OPOOIAIOTECS K MOPAAKOBi. ToMy BXimHui BekTOp X'/ MiCIs KOMYBaHHSA
y HaloMmy BUTNaaKy mMae po3mip D =50 . [To3Haunmo

x eR?, x(i):[ ,(">,...,x§;')]'.

IinboBa ¢yHKIis «I'pyma pu3nKy» € KaTeropiajJbHOI0 3MIHHOIO 3 II’IThbMa PiBHAMHU y(’) € {0,1,2,3,4}.
g mogeni MLP BoHa npencraBiieHa y BUINISLII BEKTOpa-iHAMKATOpA:

W =L A00

o _ |1, sKwo cnocmepescenns nanesicums 0o knacy k

Ve =
0, 6npomunesicHomy 6unaoky.

Apxitexktypa MLP ckianaerbes 3 TphOX OCHOBHHX PiBHIB:
1. Bximauit map: D =50 3MiHHHX.
2. IlpuxoBaHu# 1Iap: onuH map i3 H =7 HEHpOHiB, aKTHUBAIIHA (PYHKITISA — TIIepOoIIYHHNA TaHTCHC:

f(z)=tanh(z)=

3. Buxinnuii wap: 5 HelipoHiB (110 OJHOMY Ui KOXKHOT IpyIH PU3UKY), akTHBaliiiHa QyHkis — Softmax:

-z

e —e
e +e”

e
g (Zk ) T .
r:()e
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Ha puc. 1 nmogano cTpykTypy noOy0oBaHOT HEHPOHHOI MEpexKi, sika CKIaJa€ThCS 3 BXiIHOTO IIapy pO3MipHi-
cti0 D =50, 0HOro MPUXOBAHOTO IIapy 3 CiIMOMa HEHpOHAMU Ta OAHOTO By3ia 3MilieHHs (bias), mo 3abe3neuye
KOPEKIifo Mopory akTusauii. s HelipoHiB NPHXOBAHOTO IIapy BUKOPHUCTAHO aKTHBALHHY (YHKILIIO TinepOotiy-
HOTO TaHTeHCa, SIKa JI03BOJISIE BiI0Opa3sUTH HENiHIMHI 3B’ 13K MK BXiJTHUIMH apaMeTpaMu. BuxigHuii map MicTuTh
1’ SITh HEHPOHIB, IO BiJANOBIIAIOTH IPAJaIisiM PH3KKY (BiJ MIHIMAJILHOTO 10 MAKCUMAJIBHOTO), 13 Softmax-akTuBa-
Hi€ro U1 HopMaizanii iimoBipHOCcTel. Taka apxiTekTypa 3a0e3neuye 3MaTHICTh MOZET y3araibHIOBaTH iH(popMa-
IiF0 Ta PO3MI3HABATH CKJIaHI KOMOIHAIIT KJIIHIKO-€HIOCKOTIIYHUX O3HAK.

v e -
e At e - A

FRBAAN IRY AT ATTIVNION RINaIaRT FIYIBEIOoHS 1anSeny

it lay et oy tmation s laen Gufirnies

Puc. 1. Apxitekrypa bararomaposoro nepuentpona (MLP) mis knacudikarii piBHIB pU3UKY
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Jaui 3acTOCOBYIOTHCS (POPMYIH MPSIMOTO MPOXOTY.
11 nprxoBaHoro mapy:

D
1 l .
Zc)(ﬂ)x;’ +b h —tanh(z£ ), j=1...,H,
d=1
ne d — iapexc o3naku (d =1,...,D ) j — 1HAeKc HelpoHa y mpuxoBaHoMmy wapi (j=1,...,H ); xg) — 3Ha-
4eHHs d -1 O3HAKM A i -rO MalieHTa; o' .4 — Bara 3B’s3Ky MDK d -10 BXIHOIO O3HAKOIO Ta j -M HCI/IpOHOM npu-
1
XOBaHOTO IIApy; Zz 5.) — 3Ba)KCHA CyMa BXiJHHX CUTHAIIB, 0 aKTUBALIil («qI/ICTa AKTHBAIlisl HEHPOHAY); h — BUXiZ
HelpoHa micis 3acTocyBaHHs (pyHKii akTuBamii tanh (nepe;laeTLcsl Jalti y BUXIIHUH 1m1ap).
s BuxigHOTO 1IApY:
@0 @ 0__¢€ _
o h +b7, v, =, k=0,..4
1 e’

()

k

M=

V4

~.
Il

ne k — iagekc rpymm pusuky (k =1,...,5); ®,’ —Bara Mk j -M HEHPOHOM NMPUXOBAHOTO MIAPY i k -M HEH-

. 2 ceo . . .
POHOM BUXIJHOTO LIApPY; b,E ) 3CyB BHUXIJHOTO HerOHa JUIA Knacy K ; Z,({ ) _ niniiina koMGiHALis CHrHATIB 3 pu-

~(i

XOBaHOTO IIapy JUIS Kiacy k; y, — IPOrHO30BaHA HMOBIPHICTB, 11O MAIIEHT [ HAJICKUTH 10 TPYIH PU3HKY K .
OTxe, Ha IOMY KPOIIi Ha BXiJ] HOJAETHCS BEKTOP X = [x,(i),. . .,xg)] . KoxeHn npuxoBanwuii HeiipoH j oOuuc-

JIFO€ 3BXKEHY CyMY BXIJHHUX CHUTHAJIB z(l) i 3aCTOCOBy€ HemiHifAHicTh tanh . BuxiaHi HeiipoHu (10 OXHOMY IS

KOXHOI 3 5 TpyI pH3HKy) 6epyTL i 7 3Haqub h , 3HOBY KOMOIHYIOTb iX JIHIHHO 1 yepe3 Softmax oTpuMyrOTh

Habip HMOBipHOCTEH y1 yeues y5 Haiiuia iMoBipHICTB — 1€ TepeadadeHuil Kilac namieHTa.
HaBuanzs Mepexi BI/IKOHyCTLCH HUISXOM MiHiMi3anii (yHKII1 Kpoc-eHTPOIiMHUX BTpaT:

vain 4
ZZyk ln(yk )

i=l k=0

OHOBNIEHHS TapaMeTpiB 3MiHCHIOEThCA 3a JoroMororo Scaled Conjugate Gradient (SCG) — meTony ontumiza-
Iii Ipyroro MOpsIKY, SIKUH MIBUIIIE CXOAUTHCS, HIXK CTAHTAPTHUN CTOXaCTUYHUI IPaIi€HTHUH CITYCK.

Marpuiii Bar mepuioro mapy w = [(;)52] eR"™"” ra gpyroro mapy w = [mﬁf)] e R a takox BexTOpH

smimenn b = [bl(l),...,bg)] Ta b = [bl(z),...,b,(f)} OTPUMYIOThCS B PE3y/bTaTi HABUAHHSA HACTYITHUM YHHOM.

B SPSS Big0OyBaeThcs iHiNIANI3AMISA BAr BUTAJKOBIMHI YHACIAMU (HAIIPHUKIIAL, 3 piIBHOMIpHOTO 200 HOpMab-
HOTO PO3MOILTy HABKOJIO HYJIS):

(052 ~U(-€,¢e), co(ka.) ~U(—€.¢).

Jlami mi mapamMeTpu 3MIHIOIOTBCS B Mpolleci MiHiMizamii QyHKIi BTpar FE (9) (kpoc-eHTportii), ae
0= {W(l) NARRARNIS } — MHOXMHHA BCiX ITapaMeTpiB MEpexi.
Jus ontumizanii HeoOXigHO o6uncnuTh rpafieHTu V E . [l 6aT4eBoro pexxumy (Bech TpeHyBalbHUI HAOIp)

TPaJii€HTH arperyroThes Mo BCiX i . [y OMHOTO criocTepeskeHHS { MaeMO HACTYITHI TOXIiIHi:
— IS BUXITHOTO IIapy

OE  ~() ().
W—yk Vi

— JUTS Bar BUX1JIHOTO IIapy

Nlmm i
OE _ O _ ) 500,
2 (2) Vi k i
(D]g i=1
— JUTSI 3MIIIIEHb BUX1THOTO IIapy
aE B Nivain (y(l) _ y([))'
ablgz) - k |

— JJIA Bar NPUXOBAHOTO LIapy

OE  Nm(E (0 o) DONRNO!
oy~ SB[ )i - )
jd =

f=
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— JIS1 3MILIEHBb IPUXOBAHOTO IIapy:

OE  Nuwan( K (i i i
a0 Z(Z(y(k) —yé))wﬁj)j@—(hy)())zj’
J

i=1 \ k=1

()

00 \? .
JIe MHOYXHUK 1| — (h /. ) € MOXIHOIO (PYHKIiT akTHBaIlii tanh 1o z ;. et MHOXKHHMK 000B’I3KOBHH, TaK SIK

0e3 HBOTO IpajieHT Oy/e HeBIpHUM, | HABYAHHS MEPEKi HE IPAIIOBaTHME ITPABUIBHO.
SPSS Neural Networks ontumisye E (9) 3a goromororo meroay Scaled Conjugate Gradient (SCG):

6" =argmin £(0).
0

Merton SCG 6ynye HOCJIi}Z[O]tSHiCTL CTPSHKEHUX HAMPSIMiB OHOBJICHHS p(’) , SIKi 3aJIeXkKaThb Bil TpafiieHTiB V E
1 0bupae maciraboBaHU KPOK o/ 6€3 IBHOTO ITapaMeTpy HaB4aHHA. DopMysia OHOBJICHHS TapaMETPiB MA€ BUITISA;

0 = 00 4 ),

ne 0= (W(l),b(l),W(z),b(z)) )

Hapuanns B ctaructnanoMy maketi SPSS 3ynuHseTbCs, SKIIO BUKOHYETHCS X04a O OfHA 3 YMOB:
LB -0 <e=10;

2. BiIHOUIEHHS MOMIJIOK TPEHYBaNbHOI Ta TecToBOi BUOipok < 0,001 ;

3. MakCHMaJbHUI Yac HaBYaHHS MepeBUILye 15 cexyH.
ITicns minimizanii pyHkuii BTpat E (6) OTPUMAEMO ONITUMAJIbHI OLIIHKY MapaMeTpiB:

(W(l),b(l),W(z),b(2)) ~ argminE(e),
0

SIK1 € YHCIIOBOIO peai3alli€lo 3HaliIcHOT0 MiHIMyMy QyHKIIT £ .

ITics 3aBepieHHst mporecy HaB4aHHS Oararoriaposoro nepuenTtpora (MLP) Oyio mpoBeaeHo OIiHKY ioro edek-
THUBHOCTI HA OCHOBI CTATUCTUYHMX ITOKA3HHUKIB SKOCTI Kiacuikartii. Mojienb MpoIeMOHCTPYBajia BUCOKHIA PIBEHb y3rO/IKe-
HOCTI MDK HABYAJIBHOIO Ta TECTOBOIO BHOIPKAMH, 1[0 CBIYUTH MO 1i CTAaOLIbHICTE Ta BiICYTHICTh O3HAK MEPECHABUAHHSL.

VYV Hawmiii Mozmeni OTpUMaHO TaKi MOKa3HUKU €(PEKTHBHOCTI: MOMMIIKA KPOC-EHTPOIii (Training) — 3,096;
noMuiika kpoc-enrporii (Testing) — 4,506; BigcoTok HEMPABHITLHHX knacudikaniit (Training) — 0,2%; BiAcOTOK
HeTIPaBUITLHHUX Knacncpucaum (Testmg) 0,6%; muroma mix ROC-kpuBoio (AUC) JUTSL KOXKHOTO KJacy — 1, 1o cBin-
YHTH MPO 1IeaNbHy PO3ALTBHY 30aTHICTh MOJEII OO0 iJeHTU(IKALIT TaIli€HTIB 13 p13HI/IMI/I PIBHSIMH PU3UKY.

I3 Tabmumi 1 6aunmo, mo Juist HapdaybHO! BUOiIpkH (401 crocTepeskeHHs) TOUHICTh Kiacudikamii ckiiaia
99,8%, mpu 11boMy Bei rpymu (0—4) Oynu po3mizHaHI IpakKTHIHO Oe3moMmiIKoBo. HaliMeHIa HETOUHICTE CIIoCTe-
piraerscs muie y rpymi 2 (1 xubHa kmacudikamis 3 229 pumankis). s tectoBoi Bubipku (155 crocTepekeHs)
TOYHICTH cTaHoBMIA 99,4%, 10 CBIAYUTH NMPO BIIMIHHY y3arajbHIOBAJIbHY 34aTHICTH MOAENT (TOOTO BiACYTHICTH
O3HaK IepeHaB4yaHHs). JIume oanH BUManok i3 rpynu 1 6yB BigHeceHuit 1o rpynu 2. 3arainoM Mojeib e(peKTHBHO
imeHTH(DiKy€ MaIieHTIB 13 PI3HUMHU PiBHSIMH PU3HUKY, 320€3Me4yI0un cTablIbHY KIacu(iKalilo sIK Ha TPEHYBaIbHUX,
TakK 1 Ha He3aJEeXKHUX TECTOBUX JaHUX.

Tabmuns 1
Marpuus kiaacudikanii s moxeai MLP

Buci Crocrepeskena Ilependauena rpyna pusuky

ndipka rpyna pusuKy 0 1 2 3 4 o [paBHILIIX
KJaacu@pikamin

0 2 0 0 0 0 100,0%

1 0 132 0 0 0 100,0%

Hapqatsma 2 0 1 228 0 0 99,6%

3 0 0 0 31 0 100,0%

4 0 0 0 0 7 100,0%

3aransHuil % 0,5% 33,2% 56,9% 7,7% 1,7% 99,8%

0 1 0 0 0 0 100,0%

1 0 59 1 0 0 98,3%

Tectosa 2 0 0 79 0 0 100,0%

3 0 0 0 14 0 100,0%

4 0 0 0 0 1 100,0%

3aransHuit % 0,6% 38,1% 51,6% 9,0% 0,6% 99,4%

3anexxna 3minHa: [pyna pusuky
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OTpumaHi pe3ynbTaTH MiATBEPDKYIOTh BUCOKY TOYHICTh OOy J0BaHOT HEHPOHHOI Mepexi Ta ii mpuaaTHicTh
JUISL KJIIHIYHOTO NIPOTHO3YBAHHS PiBHS PU3HKY Y MAIIEHTIB 13 MATOJIOTI€I0 IUTYHKOBO-CTPABOX1THOTO 3’ €THAHHS.

Ha (puc. 2) nokazano po3mnofin nepeadadyeHUX HMOBIPHOCTEH HaJIEKHOCTI MAIIEHTIB JI0 I’ SITU TPYIT PU3HKY,
OTPUMAaHUX Ha TecToBiil BuOipwi. s GLNBLIOCTI BUMAJKIB CIIOCTEPIraeThCsl BUCOKA IependayeHa MMOBIPHICTh
HAJIS)KHOCTI JT0 «BJIACHOD» TPyIH (HabIrmKeHa 110 1), M0 CBIAYHUTE PO CTAOUIbHICTh KIacu(iKkalii Ta BUCOKY BIICB-
HeHicTh Moneni. [IepekpuTTs MiXK KilacaMH MiHIMaJIbHE, 110 MiATBEP/UKYE €(PEKTHBHICTh PO3/IICHHS MAIliEHTIB 32
PIBHEM PHU3HKY.

mo
L] Wi
H T H " "
I 3
&
- o
as i
& 1
5 |
+ |
=
]
@
3 o
B
e
o
=
Y
c
"
= a4
T
=
o
=
=
a
5
=
az
I
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a L] o sdo bl oo k0 o w.Ts
1
Fpyna prausy

Puc. 2. I'pacix mependaueHnx mceBnoitMoBipHOCTEH it Mogeni MLP

Ha (puc. 3) BimoOpaskeHO CITiBBiIHOIIEHHS MiXK 4aCcTKOIO BHOIPKH (BiCh X ) Ta HAKOMIMYYBaHUM BiJICOTKOM
HPaBIIBHO KJIACH(]IKOBAaHUX CIIOCTEpEKeHb (Bich Y ).

100

Ky My NATHEHWA NpHpicT

E % 0% Mw 4% S% o T A% % 100

BlacoTox enlbipen

Puc. 3. Kpusa npupocty st mogeni MLP npu kiracugikariii mamieHTiB 3a piBHIMA PUBHAKY

3ayBaxxMMo, 1110 Ha puc. 3 KpuBi 1t Tpyn 0, 3 Ta 4 Haknanucs onHa Ha oHY. L{e moB’s3aH0 3 THM, IO MOJIENTh
3a0e3neunia Mai>ke OHAKOBHH PO3IOALT IPOTHO30BAaHMX HMOBIPHOCTEH AT WX TPYII, a OTXKE — MONIOHY AnHA-
MIKy 3pOCTaHHS YaCTKU MPABWJIBHO KJIacH(iKOBaHHUX CIIOCTEPEKEHb NPH 30iIbIICHHI BifcOTKa BUOipKH. Taxuii
e(heKT He CBIIUUTH PO MOMHUIIKY MOJIENI, a BiJoOpaskae BUCOKY OJHOPIAHICTh MPOTHO3iB 1 CTabLIBbHICTD KiIacu(i-
Kalil y BIIIOBIHUX KaTEropisix pusuKy.
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Kpusa nemonctpye, mo monens MLP eexkTuBHO i1eHTH(IKYE MAi€HTIB KPUTHYHOTO PiBHS PU3UKY 4 (BifMo-
BifHO 1 151 piBHIB 0 Ta 3) BXKe Ha paHHIX BiZICOTKaX BHOIPKH, 10 CBITUUTH MPO i BUCOKY JUCKPUMIHATUBHY 3/aTHICTb.
Jia koxHOT BXimHOT 3MiHHOT d OLIHIOEMO 11 BHECOK y (OopMyBaHHs BHXiZHOTO mporHosy. B SPSS Buko-

PUCTOBYETHCA arpe€ryBaHHsA a0COJIFOTHUX BaroBHX ILISAXiB Biﬂ BXO4Yy OO BUXOAY:

[Ticnst BUKOHY€ETHCSI HOPMYBAHHS BITHOCHO HAHOUIBIIOrO 3HAUCHHS:

Imp(d)=iz

J=1

NormImp(d)=100%-

2
o).

)
1
®,

k=

Imp(d)

mﬁxlmp(d')

Ie#i moka3HUK BHU3HA4YaE, sIKi caMe 3MiHHI HalHO1IbIIe BIUTUBAIOTh HAa MiHIMI3alio (yHKIIi £ . 3ayBaxuMmo,
110 OOYHCIICHHS MPOBOIUTHCS O€3 ypaxyBaHHS 3HaKiB Bar, TOOTO BPaxOBY€ETHCS JIHIIE aOCONOTHA BEIUYNHA BILUTUBY
3B’3KiB. Y TaONuIl 2 HaBeAEHI BIMOBIHI 3HAYEHHS BHECKIB.

Tabmurs 2

BaxauBicTh He3ajeskHMX 3MiHHMX Y Moaei MLP 115 nporHo3yBanHs piBHA pU3UKY iMIUIaHTamil
JiKyBaJIbHUX MPHUCTPOIB

Bxiani sminni X, Imp(d) NormImp(d) Meauuna inTepupeTanis
HasBHicTh Timepemii cim30Boi B 0.022 12.3% JlokanbHi 3amaibHi 3MiHA CITU30BO1 Y
cyOKapmianbHii TUTAHIT i ’ CyOKapiabHii 30Hi.

Ckapru Ha nediro 0.022 12.1% Cy0’€KTUBHHMI CUMIITOM KHCJIOTHOTO

’ e pediIroKcy.
Ckapru Ha BiquyTTs perypritamii 0.019 10.6% XapakTepHa cKapra, 110 CyImpoBOIKYE
’ ’ ractpoe3odareanbHuil pedurokc.

HasBHICTE nedexTiB cu30Bo1, OO0’ exTHBHHH TIOKA3HUK CTYTICHS ypa-

knacudikoBanux 3a Jloc-AHmKe- 0.035 19.29% JKCHHS CIIN30BOi CTPABOXOLY.

JIBCBKOIO Kiacuikariieto oriHKu ’ ’

pedurokc-e3o0¢arity

Bucora BepXHBOTO CTPaBOXiHOTO Mophomerprunnii mapamerp, Imo

coinkrepa 0,051 28,2% XapakTepusye (QyHKIIOHAIbHUI PiIBEHB
coinkrepa.

[Toxa3HHK MPOTSHKHOCTI TpoJady- OcHoBHUI MOP(HOTOTIYHUIT TOKA3HIK

BaHHs 0,181 100,0% cTymeHs mponaldyBaHHS OUTyHKa. Mae
HaWBUIIUI piBEHD BIUIMBY

[Mokasnuk niadgparmansHOro 0.059 32.5% AHaTOMIYHHH MOKAa3HUK JiadparMaiib-

3By KCHHS ’ ’ HOTO KUJIBIIS.

[Toxa3Huk BHCOTH TpoaOyBaHHS Binob6paskae BUCOTY 3MILLIEHHS IIUTyH-

LITyHKa B CTpaBoxin abo kapaianb- 0,103 56,7% Ky BIJTHOCHO Jiadyparmu.

HY JUISIHKY HITyHKa

Kypinns 0,021 11,5% IToBeniHKOBHH (HaKTOP PH3HKY.

[Noka3HuK po3TanryBaHHs Z-JiHil Mopdosnoriyauii TOKa3HUK Iepexo-

0,034 18,7% JIy CIIITENII0 CTPABOXO/AY B eTiTeNniit

IITYHKA.

HasiBHicTb epo3iii, BKpuTHX (i- 0.029 16.2% O3Haka rocTpux MOBepXHEBUX ypa-

OpHHOM ’ ’ JKEHb CJIU30BOI.

HasBHICTB epo3iif, BKpUTHX rema- Iloxa3HMK EpEeHECEHUX EPO3UBHUX

THHOM 0,158 86,9% nporieciB abo MikpokpoBoTed. Mae
BUCOKHI PiBeHb BIUIUBY

HastBHICTD BUPaA30K, BKPUTHX 0.045 24.8% Os3Haka aKTUBHOTO BHPa3KOBOT'O MPO-

¢$i6prHOM i ’ ecy.

HasiBHICTD BUPaA30K, BKPUTHX Os3Haka 3aroeHux ad0 XpOHIYHUX

TreMAaTUHOM 0,160 88,3% BHpPa3KOBUX ypakeHb. Mae BUCOKHI
piBEHB BILTHBY

HasiBHicTb rinepemii B HIKHIN 0.060 33.3% [Noka3HuK 3anaibHUX 3MiH Y HUOKHIH

TPETUHI CTPABOXOJLY ’ ’ YaCTHHI CTPABOXOY.
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OTpuMaHi pe3ysbTaT! MOKa3yoTh, 1[0 BUCOKY IPOTHOCTUYHY Bary y HelpoMepexeBiil Mozesni MatoTh Mopdo-
METPHYHI NOKa3HUKU: 30KpeMa MOKa3HUK NPOTSLKHOCTI mponabysaHHs (100 %), mOKa3HUK BUCOTH MPOnabyBaHHS
LUTyHKa B CTPaBOXia a0 KapaianbHy JiSHKY HITyHKa (56,7 %) Ta noka3HUK AiadparManbHOro 3ByxkeHHs (32,5 %).

J10 BUCOKOTO piBHS BILIUBY TaKOX BIAHECEHO apaMeTpH, 10 XapaKTEPU3YIOTh CTYIIiHb YPaXEeHHsI CIIM30BOi —
HasBHICTB epo3iit (86,9 %) i Bupasox (88,3 %), BKPUTHX T€MaTHHOM.

TakuMm 4rHOM, HEHpoMepeskeBa MOIEINb MIATBEPIKYE, MO CTPYKTYPHO-aHATOMIUHI XapaKTEePUCTUKH € KITIO-
YOBUMH JETEpMiHAHTAMH [UIS TIPOTHO3YBAHHS TPYIl PU3NKY racTpoe3odarcarbHoi MaToloril, TOMi sIK CHMIITOMa-
TUYHI 3MiHHI MaOTh JTOIOMDKHE 3HAYECHHS.

BucHoBKM Ta nepcneKTUBH. Y pe3yabTaTi JOCTIKSHHS MMO0Y/TI0BAaHO MaTeMaTHYHY MOJIE)Th Ha OCHOBI Oara-
TomrapoBoro neprentpona (MLP), sixa iHTerpye kiIiHiuHi, €HIOCKOMIYHI Ta MOP(HOMETPHYHI TapaMeTPH HALlIEHTIB
JUTSL IPOTHO3YBAHHS PiBHS PU3UKY ITPY BCTAHOBJICHHI JTIKYBAJIBHUX IMITAHTAIIHHIX HPUCTPOIB y MAIIIEHTIB i3 I1aTo-
JIOTi€10 IITYHKOBO-CTPABOXiMHOTO 3’€AHAHHA. Mojenb 3a0e3meunia BUCOKY TOUHICTh Kiacuikamii: 99,8 % mis
TpeHyBanbHOI Ta 99,4 % ni1st TecToBOT BUOIpKY, 3 MiHIMAJILHUM BiICOTKOM HelpaBUIbHUX Knacudikariit (0,2 % ta
0,6 % BinnoBinHO) 1 ineanbHOIO po3alIbHOIO 3aaTHICTIO (AUC = 1). Lle cBiguuTh npo epeKTUBHICTh 3aCTOCYBaHHS
HEHPOHHMX MEPEX y 3aBJaHHAX MEIUYHOI cTpaTU(iKalil pU3UKYy.

AHaJi3 BOXIMBOCTI BXIHUX 3MIHHUX ITOKa3aB, 1[0 HAHOUIBIIMK BIUIMB HA PIBEHb PU3UKY MalOTh MOPdO-
METPHUYHI TapaMeTpH — IPOTHKHICTD npona6yBaHH>1 MOKa3HUKHU BHCOTH npona6yBaHH;1 Ta AiadparMasbHOTO 3BY-
KeHHs. Buicoka iH(popMaTHBHICTH TaKOXK BiA3Ha4eHAa JJIsI O3HAK HASBHOCTI epo3iif 1 BHPa30K CTH30BO] 000JI0HKH,
BKPUTHUX FeMaTHHOM a00 (b16pHH0M Kniniuni cumnTomu (Tiedist, perypriTariisi) MatoTh CEpeIHIN PiBEHb BHCCKY, TOMI
SIK JIOKaJIBHI 3amajibHi 3MiHH CIH30BOI Ta (hakTopu crocoly KUTTS (30Kpema KyleH;I) JEMOHCTPYIOTH TTOMipHUH
BIUIMB. Taka CTPyKTypa MPEAUKTOPIB Y3rOKY€EThCS 3 MaTo(i3i0M0TUHIMI MEXaHi3MaM1 PO3BUTKY peQIIIOKC-€30-
¢arity Ta nporabyBaHHS IUTyHKA.

OTpumaHi pe3ynbTaT MiATBEPAXKYIOTh JOLULTBHICTh BUKOPUCTaHHS MLP-Mozenei ik JOMOMIXKHOTO 1HCTPY-
MEHTY B MPUUHATTI KIIHIYHUX pillleHb 100 MJIaHYBaHHS IMIUIAHTALIHHUX MpoLenyp. 3alpOoNOHOBaHUHN MiAXia
JI03BOJISIE HE JIUILIE aBTOMATU3YBaTU MPOLEC OL[IHKYU PU3UKY, a I CTBOPIOE OCHOBY AJsI TOOY0OBU iHTENEKTYaIbHUX
CUCTEM MIATPUMKH JIiKaps B €HIOCKOMIYHINA MTPAKTHUIL.

[lepcneKTHBHIMH HANpsIMaMU TTONAIBIINAX TOCIIKEHB €: PO3IIUPEHHS BHOIPKU IS MiABUIICHHS y3arajib-
HIOBaJIbHOI 3IaTHOCTI MOJIEJNI; IHTETpalisi YacoBUX 1 010CEHCOPHUX MapaMeTpiB y HaBYAIbHHN HaOip; CTBOPCHHS
BeO- a00 MOOITLHOTO 3aCTOCYHKY, SIKHH y peaJbHOMY Yaci OI[iHIOBAaTUME PHU3UK Ha OCHOBI BBEICHUX ITOKA3HUKIB
marieHdra.

TakuM YHHOM, pe3yabTaTh TOCIiHKEHHS JEMOHCTPYIOTh TOTEHIIIa) 3aCTOCYBAHHS METO/IB MAaIIHHHOTO HAB-
YaHHS JUIS MiJBHUIICHHS TOYHOCTI Ta MEpCOHaNi3amii KIIHIYHUX pillleHbh Yy TacCTPOEHTEPOIIOTii, 30KpeMa y Bidopi
MAI[IEHTIB JUIs IMIUIAHTAIIHHAX METO/IB JIIKyBaHHSI.
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