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SOFTWARE IMPLEMENTATION OF NEURAL NETWORK  

TECHNOLOGIES FOR AUTOMATED TEXTUAL  

INFORMATION CLASSIFICATION 
 

The results of the analysis of the state of highways suitable for the organiza-
tion of high-speed traffic on the route Kyiv-Dnipro are presented, and the main 
directions of its implementation are identified. The calculations of permissible 
technical parameters of the movement of vehicles on certain routes. It is shown 
that the proportion of heavy and large-sized vehicles grows in the transport flows, 
which leads to the rapid destruction of roads and bridges, which are designed for 
much smaller volumes and loads. For the introduction of high-speed traffic pro-
posed measures to improve the technical level of existing roads. The necessity of 
intensification of the modernization and repair of roads in Ukraine based on the 
use of modern technologies, which will create the necessary conditions for the 
introduction of high-speed road transport. 
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Розглянуто завдання створення нейронної мережі для розпізнання та 
класифікації  текстових документів. Проведено дослідження наявних моде-
лей нейронних мереж і методів векторного подання тексту. Виявлено пере-
ваги та недоліки досліджуваних алгоритмів. Результатом дослідження є 
розроблений оригінальний алгоритм класифікації текстів із використанням 
технологій нейронних мереж на основі перцептрона, який можна навчати 
методом зворотного поширення помилки. На основі запропонованого авто-
рами алгоритму розроблено програмний додаток та проведено апробацію 
розробленого алгоритму.  
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Рассмотрено решение задачи создания нейронной сети для распозна-

вания и классификации текстовых документов. Было проведено исследова-

ние существующих моделей нейронных сетей и методов векторного пред-

ставления текста. Определены преимущества и недостатки исследуемых 

алгоритмов. Результатом работы является алгоритм классификации тек-

стов с использованием технологий нейронных сетей на основе перцептро-

на, который можно обучать методом обратного распространения ошиб-

ки. На основе предложенного авторами алгоритма было разработано про-

граммное приложение и проведено апробацию предложенного алгоритма. 

Ключевые слова: нейронная сеть; перцептрон; классификация текстов. 

 

Problem formulation. The use and improvement of computer technologies 

opens up a range of new features to humankind, but along with this there are a 

number of other problems associated with the growth of processed arrays of text 

documents. During work with full-text databases a problem of documents search-

ing and classification according to their content appears. Classification of docu-

ments can be regarded as one of the tasks of informational search, which consists 

of enrolling document in one of several categories based on its content. 

There are following tasks of the classification: creation of thematic directo-

ries, spam filtering, electronic document management systems, tagging, automatic 

text translation [1]. Text document classification is a well known theme in the 

field of the information retrieval and text mining. Selection of most desired fea-

tures in the text document plays a vital role in classification problem [2]. That is 

why the task of developing an algorithm of textual information classification in 

order to improve informational search in view of modern requirements for classi-

fication and characteristics of text data arrays is relevant. 

Analysis of recent researches and publications. In order to solve this 

problem [3] there was considered the most popular classification methods such 

as: classification using the decision tree, the Bayesian classification method, sup-

port-vector machine method, k-nearest neighbors algorithm and the artificial neu-

ral network (NN). The support-vector machine method is a reference algorithm in 

terms of the quality of the classification. In traditional text classification, a docu-

ment is represented as a bag of words where the words in other words terms are 

cut from their finer context i.e. their location in a sentence or in a document. Only 

the broader context of document is used with some type of term frequency infor-

mation in the vector space. Consequently, semantics of words that can be inferred 

from the finer context of its location in a sentence and its relations with neighbor-

ing words are usually ignored [4]. However, its main disadvantage is speed. 

Training requires a significant amount of memory and expenses of machine time. 

https://www.sciencedirect.com/topics/computer-science/frequency-information
https://www.sciencedirect.com/topics/computer-science/frequency-information
https://www.sciencedirect.com/topics/social-sciences/semantics
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The advantages of classifying using the decision tree are that the construc- 
ted tree is easy to analyze and the result of the algorithm can be interpreted visually. 
The disadvantages of the algorithm include the fact that constructing decision 
trees gives the same weight to “positive” and “negative” branching in the nodes. 
A large number of “negative” branches in the description of the rubric can lead to 
hard-to-interpret rules and re-learning of the classification algorithm. The main 
feature in thek-nearest neighbors method is the absence of a learning process. 
This method focuses on more similar to the analyzed text from the collection dur-
ing classification. The main disadvantage of the algorithm is the low speed of 
classification. 

The Bayes Classification method provides ease of implementation and low 
computing costs for training and classification [3; 5; 6]. However, this method has 
a significant disadvantage such as low quality of classification in the most real 
tasks [3]. In addition, performance depends on the accuracy of the estimated con-
ditional probable conditions. Sometimes it’s difficult to estimate accurately, espe-
cially when there is a lack of training data. That is why in paper [5] it is proposed 
to transform the probability estimation problem into an optimization problem and 
use three methodological approaches to solve it. 

Over the past few years, neural networks have re-emerged as powerful ma-
chine-learning models, yielding state-of-the-art results in fields such as image 
recognition and speech processing. More recently, neural network models started 
to be applied also to textual natural language signals, again with very promising 
results [7]. An artificial neural network is an adaptive system that consists of a 
group of connected artificial neurons. Neural networks have high accuracy in pro-
cessing both linear and nonlinear samples, but classification decision-making is 
difficult to formalize due to the nature of the neural networks organization and 
represent a non-trivial task, taking into account scalability with limited computing 
resources [2; 3]. 

As a result of analysis of classification methods, the neural network was se-
lected. The neural network compared to other methods of classification has the 
greatest accuracy, but requires high computing power. 

Purpose of the article is to develop automated analytical system for analy-
sis of prepared arrays of text information documents using neural networks and 
their classification by categories. 

Main material. An artificial (mathematical) neuron performs the transfor-
mation of the input signals vector, as follows [8]: 

 

,                                            (1) 
 

where  – is the weight vector of the neuron (the weight of the synaptic bonds);  
  S – the result of the weighted summation;  
   І – neuron activation function. 
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Functionality of a neuron is simple, therefore, neurons are united in the 

network for solving specific problems. Training a neural network is reduced to 

the selection of the weight coefficients of each neuron provided that the network 

topology is chosen and activation function is selected. 

There are the main types of classifying neural networks such as: singlelayer 

and multilayer perceptron, Gaussian neural classifier, Kohonen network, integrat-

ed distribution network, cascade network [9]. Perceptron is a neural network of 

direct distribution, the principle is transmission of the signal through N additional 

hidden layers to the output. Each node in the network is connected by M-number 

of scales from the previous layer. This creates the associations between the input 

and the output layers. In the classification tasks perceptron shows good accuracy 

but it depends on the number of layers in the network. Perceptron is a time-tested 

very flexible tool for solving many tasks. 

Kohonen neural network differs from the perceptron in that there used un-

supervised learning as learning method. Learning data is consist of only input vari- 

ables and doesn’t have relevant output values. It is using access threshold to solve 

classification problems with Kohonen networks, it plays the role of the maximum 

distance where the recognition takes place. If the activation level has “won”  

neuron that exceeds this threshold, then considered that the system did not make 

decisions [10]. 

Convolutional neural network was initially not purposed to work with text 

information and was used to “computer vision”. This network, like perceptron,  is 

network of direct distribution. The main feature of this network is the convolu-

tional layers which may be many. The convolution operation is the multiplication 

of the input signal into a small matrix of weights and summation the results. The 

result is a map of signs. This method is very effective in classification tasks [11]. 

After selecting the type of neural network, the objective was to select an ac-

tivation function. To the role of the activation function of the neural network were 

considered sigmoidal function and hyperbolic tangent [8; 9]. 

Sigmoid function is an S-shaped, continuously differentiated, monotone in-

creasing function that can take values from 0 to 1. Sigmoid function (2) has the 

ability to amplify weak signals better than strong and prevents saturation from 

large signals. 

 

      (2) 

 

Another widely used activation function is the hyperbolic tangent. By form 

it is similar to the sigmoid function and is often used by biologists as a mathema- 

tical model of the nerve cell activation [12]. It can take values from –1 to 1.  
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As an activation function of the artificial neural network, it has the form given in 

the expression (3): 

 

.
1+e2

1-e2
=

x

x
f(x)          (3) 

 

Solution. Finally the perceptron was chosen as a result of analysis of neural 

networks. All considered networks have good classification accuracy, but the per-

ceptron is simpler and more flexible in setting up. 

A sigmoid function was selected as an activation function in the neural net-

work. Compared to a hyperbolic tangent, it can take less values, but for the task of 

classification this will be enough. Also, the derivative of the sigmoid function is 

easier to find and easier to program. 

As a result of modeling was created the network, shown at fig. 1: 
 

 
 

Fig. 1. Model of created neural network 
 

In the developed model of neural network there are 3 layers of neurons: in-

put, hidden and output. 

The first two layers are dynamic, that means that they change the number of 

neurons depending on the size of input vector. The hidden layer is setting up de-

pending on the input vector in the proportion of 2: 3. This gives to the neural net-

work some flexibility and adaptability. 

The output layer has a fixed number of neurons of 3, but may be changed 

depending on the needs of the user. Neuronal network with 3 output neurons can 
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takes up to 8 different results, but to facilitate learning in the developed model, 

each output neuron corresponds to separate classification category. 

There are following steps to thoroughly make out the algorithm of recogniz-

ing the text as: 

1. Create a dictionary. 

2. Neural network training. 

3. Documents recognition and information output. 

Let’s check described steps more detailed. Creating a dictionary is neces-

sary for network training and text recognition and is one of the most important 

parts of both algorithm and subsequent program realization. Excel was chosen as 

the basis for the dictionary, there are several reasons for this: 

– easy to edit; 

– ability to use without installing special software; 

– Ease of recovery. 

The algorithm of creating a dictionary is down below: 

– first you need to select and open the document that was chosen as the ba-

sis for the dictionary in the program; 

– after loading the document is split into separate words, punctuation marks 

and duplicates are deleted and the obtained array of words are copied into an ar-

ray of type List <string>. 

– <string> array is copied to MS Excel document which is creating using 

the Microsoft.Office.Interop.Excel namespace. 

If it is need, the created document can be edited and supplemented with new 

words. 

To create the input signal vector it is necessary to convert it into a signal.  

N-gram was used as a conversion method, on the basis of which the dictionary 

was created.Statistical n-gram language models (LM) have been used successfully 

for speech recognition and many other applications/ they compute the probability 

of the nth word by conditioning on the previous n-1 history (h) words. They suf-

fer from the shortage of long-range information, which limits performance. To 

capture the long-range information. One of the earliest attempts was a cасhe-

based LM that took advantage that a word observed earlier in a document could 

occur again [13]. The dictionary is manually created previously, or it can auto-

matically be create by program (you need to upload document with data). For 

productivity, it’s necessary to use similar subjects documents with analyzed texts. 

The uploaded document is split into separate words, the repetitions and symbols 

removes. The next step is to copy data into a document that can be edited manually. 

During the program execution, the documents that will be classified will be 

compared with this dictionary, and as a result, document vector will be created 

(fig. 2). 
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Fig. 2. C# code with the method of creating a text vector 
 

The project uses the backpropagation method. This method is the most pop-

ular for multilayer perceptron learning. In general, the backpropagation algorithm 

is sequence of following steps [14]: 

1. Initiate weights with small random variables. 

2. If the stop condition is not satisfied, follow steps 3–10. 

3. For each training pair, complete steps 4–9. 

Direct pass: 

4. Each input neuron receives an input signal and distributes it to 

all hidden layer neurons. 

5. Each hidden layer neuron summarizes its weighted input sig-

nals: , applies the activation function to the received sum, forming 

an output signal: , which is sent to all the neurons of the output layer. 
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6. Every output neuron sums up the weighted signals: 

, forming after the activation function the output signal of the net-

work: . 

Backpropagation: 

7. Each output neuron equates its value with the objective function and cal-

culates it , after what determines the corrective member of 

the weights: and the parameters  sent to the hidden layer neurons. 

8. Each hidden neuron sums its inputsfrom the output layer neurons: 

, the result is multiplied by the derivative of the activation func-

tion for expression and calculate the correction mem-

ber: . 

Weights adjustment: 

9. Weights between hidden and output layers are modified as: 

.Weights between input and hidden layers are ad-

justed in a similar way: . 

10. Checking the stop condition to minimize the error between the ideal 

and the actual output of the network. 

The algorithm of document classification with the proposed principles of 

classification consists of the following steps: 

Step 1. To the program input comes one or more MS Word documents; 

Step 2. The document is opens in the background and copies to the array; 

Step 3. The array is handled by the Vector class; 

Step 4. The text vector comes to the input of the neural network; 

Step 5. We get the text classification in the output. 

The documents are copied to the appropriate folders and the classification 

type is added to the title. 

To test the algorithm, there was created a software application that is able to 

execute a number of experiments with designed neural network. The program set-

ting are flexible and you can set the number of neurons at the NN levels, the 

number of training periods, the number of training data and the number of exper-

iments. 

During the software product development were set tasks the solution of 

which allowed to increase the comfort of user experience of the program, to au-

tomate some of the program processes and improve performance. 

One of these tasks is the choice of dictionary data store. The essence of the 

task is to make the dictionary easy to transfer, edit by user without using of spe-

cial software and create a new one if it necessary. Several modern DBMSs have 

been tested, including Oracle and MS SQL Server 2017. However, to complete 
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the task it was necessary to refuse from DB and choose MS Excel. This program 

has installed on most modern computers and most users to their needs without 

special skills can edit files. 

The automated system allows: 

– create and edit a dictionary; 

– train the neural network for their needs; 

– classify documents in batch; 

– search the documents key words and quickly open them. 

The class diagram of the projected system with a graphical representation of 

the structural interrelations of the logical model of the system is shown in fig. 3. 

 

 
 

Fig. 3. Class diagram 
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To train the program you don’t need text documents. Vectors are automati-

cally generated and randomly assigned to a type. You can specify their number in 

the Trainset field. The Resultsets field determines quantity of vectors that will be 

generated to test the trained network (fig. 4). 

 

 

Fig. 4. Test 

 

Thanks to the developed automated classification system there were per-

formed several experiments with different data and the accuracy of the system 

was determined depending on the number of neurons in the layers of the neural 

network. Experiment was conducted several times for the best accuracy of the re-

sults. As a result, it was found that with increasing quantity of input neurons the 

accuracy of the result were reduced. With 20 Input Neurons and 12 Hidden, the 

error was 1 % and the training lasted for 10 seconds. With 40 Input Neurons and 

26 Hidden Neurons, the error was already 6 % and training lasted for 5 minutes 

20 seconds. At 100 and 66 neurons, the error was 20 % and the duration of train-

ing exceeded to 8 hours (table 1). According to the obtained data, we can con-

clude that the neural network will best recognize the small documents. 
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Table 1  

 

Dependence of neurons quantity to the time of training and the accuracy  

of the neural network 

 

Experiment  

number 

Results 

Neuron Input/Hidden Time Accuracy 

1 20/12 10s 99 % 

2 30/20 1m 96 % 

3 40/26 5m20s 94 % 

4 50/33 9m30s 92 % 

5 60/40 45m 88 % 

6 70/46 2h 86 % 

7 100/66 8h 80 % 

 

Thanks to the data obtained from the analysis of the test program results 

there was created a final software application that can categorize the real docu-

ments (fig. 5). 

 

 
 

Fig. 5. Program interface 
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Conclusions and further researches directions. In this paper was pro-
posed an algorithm for categorizing texts by category using a neural network with 
backpropagation as a learning method. Also was solved the task of profiteering 
input texts from repetitions and punctuation marks. 

Algorithms for text preparation, the neural network and the dictionary creation 
were implemented programmatically using C# language. The algorithms were suc-
cessfully tested and tuned. Optimal algorithm settings were set up as a result of the 
performed experiments to provide the best result of text categorization. 

However, the algorithm for converting text into vector is not perfect. He 
gives an accurate result only if the required word is in the dictionary. This feature 
requires an increase in the size of the dictionary, which can lead to an increasing 
CPU usage of the computer. 

The result of the work is the creation of a software product capable of clas-
sifying text documents by predefined categories. The system tests were per-
formed, the accuracy checked and all the advantages and disadvantages of the 
perceptron, the method of training the network and the vectorization of infor-
mation were revealed. It has been proved experimentally that the system is better 
able to classify small documents. 

In the future, the algorithms can be further elaborated using other methods 
of text vector creating, such as Word2Vec. 
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